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Abstract. This article presents a comparison of classification effects
using an exhaustive set of decision-making rules and a granular set of
rules. Standard approach is that we perform granulation of the chosen
data set looking for the optimal granulation radius and at the end we
generate new decision rules, where on the other side, our method is based
on the idea of building decision rules first and then granulating them
using known methods.

Fig. 1. Diagram visualizing comparison of both methodologies.
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1 Introduction

Data approximation methods are especially important in big data analysis where
often the internal knowledge is more important than the single data sample itself.
One of the most important paradigms is granular rough computing. This idea
introduces the concept of data granules in terms of rough sets theory [4]. The
term granule was initially used by Lotfi Zadeh [27] to define the group of objects
grouped together in the sense of similarity relation.

In [10] and [11] Polkowski introduced a simple yet effective idea of data ap-
proximation using rough inclusions. This approach, named standard granulation,
relies on creating granules of r-indiscernible objects, then covering of the origi-
nal training data is performed and finally new objects are created from granular
reflections through the use of majority voting.

New techniques and their applications were developed and described in ([1]-
[3], Polkowski [9]–[14], and Polkowski and Artiemjew [17]– [24]. For other applica-
tions of data approximation process, classification and missing values absorption
- see [16].

There are many other granulation techniques like concept-dependent gran-
ulation, layered granulation and recently developed homogeneous granulation
[28]. Main goal of granulation process is to reduce the amount of data but at the
same time the internal knowledge must be maintained to allow acceptable level
of classification accuracy.

One of the simplest idea of data classification is by building decision rules
based on those data and then combine them with a classifier. Once again there
are many know methods of rules generation algorithms starting from exhaus-
tive rules, by LEM2 algorithm or sequential covering . When we consider the
fact, that the granulation is reducing the amount of data that is being processed
during classification, and in some cases we can further reduce this amount by
generating decision rules, we thought of an idea of rules granulation as an ex-
tension of this approach. In the next part of this section we will present some
theoretical introduction to the classical methods we were using as a base of
comparison to our approach.

The rest of the paper has the following content. In Sect. 1 we present the
theoretical introduction to granular rough computing and decision rules. In Sect.
2 we detail the description of our approach to rules granulation with a toy
example. In Sect. 3 we introduce the classifier used in experimental part. In
Sect. 4 experiment results are presented, and we conclude the paper in Sect. 5.

The granulation process consists of three basic steps, the granules are formed
around the training objects, the covering of universe of training objects is chosen,
and finally granular reflection from covering granules is obtained by majority
voting procedure. As a final step decision rules are built and a classification
process is being performed. We begin with the basic notions of rough inclusions
to introduce the first step.



1.1 Theoretical background - granular rough inclusions

The models for rough mereology which give us methods by which the rough
inclusions are defined, are presented in Polkowski [6]–[10]; a detailed discussion
may be found in Polkowski [15].

For a rough inclusion µ on the universe U of a decision system D = (U,A, d).
We introduce the parameter rgran, the granulation radius with values 0, 1

|A| ,
2
|A| , ..., 1.

For each object u ∈ U , and r = rgran, the standard granule g(u, r, µ), of radius
r about u, is defined as

g(u, r, µ) is {v ∈ U : µ(v, u, r)}. (1)

The standard rough inclusion is defined as

µ(v, u, r)⇔ |Ind(u, v)|
|A|

≥ r (2)

where

IND(u, v) = {a ∈ A : a(u) = a(v)}, (3)

It follows that this rough inclusion extends the indiscernibility relation to a
degree of r.

1.2 Covering of decision system

In this step the universe of training objects should be covered by computed
granules using a selected strategy. One of the most effective methods among the
studied ones (see [24]) is simple random choice and thus this method is selected
for our experiments. In the next section there is a description of the last step of
the granulation process.

1.3 Granular reflections

Once the granular covering is selected, the idea is to represent granules by single
objects. The strategy for obtaining it can be the majority voting MV , so for
each granule g ∈ COV (U, µ, r), the final representation is formed as follows

{MV ({a(u) : u ∈ g}) : a ∈ A ∪ {d}} (4)

where for numerical data we treat the descriptors as indiscernible in case
|ai(u)−aj(u)|
maxa−mina

≤ ε, i, j are the numbers of objects in granule,
The granular reflection of the decision system D = (U,A, d),(where U is

the universe of objects, A the set of conditional attributes and d is decision
attribute), (COV (U, µ, r)) is formed from granules.

v ∈ gcdr (u) if and only if µ(v, u, r) and (d(u) = d(v)) (5)

for a given rough (weak) inclusion µ.

In the next section rules granulation method is presented.



2 Used method and toy example of decision rules
granulation

Approach which was used for rules granulation can be described in following
steps.

Step 1.
Exhaustive rules from given dataset are generated.

Step 2.
Rules with length = 1 (only one descriptor) are omitted and moved to final set.

Step 3.
Rules are divided into separate sets with rules of the same length. For each set
the concept granulation is being performed, it means that only rules from the
same decision class are compared when computing the indiscernibility. New rules
are created using majority voting method and possible conflicts are resolved by
random.

Step 4.
Newly created rules for each length and indiscernibility radius are being put to-
gether. Support (number of occurrences) for each rule is calculated and possible
conflicting rules are removed. This approach favors longer rules because of the
higher support value.
Because of the fact that this granulation approach brings just slightly bigger
number of rules, especially for the larger datasets it is hard to present a solid
toy example. Following sample from Australian-credit dataset will show the con-
cepts of concept dependent rules granulation.

10 randomly selected rules from exhaustive set generated on Australian-credit.
Rules with length 1 were omitted.

(a2=34.08) (a6=4.0) ⇒ d = 0.0[1]
(a3 = 0.25) (a8 = 1.0) ⇒ d = 1.0[1]
(a5 = 9.0) (a13 = 80.0) ⇒ d = 1.0[1]
(a2 = 15.83) (a3 = 0.585) ⇒ d = 1.0[1]
(a5 = 7.0) (a6 = 4.0) (a14 = 2.0) ⇒ d = 0.0[1]
(a3 = 1.0) (a9 = 1.0) (a11 = 0.0) ⇒ d = 1.0[1]
(a7 = 0.415) (a9 = 1.0) (a13 = 0.0) ⇒ d = 1.0[1]
(a3 = 0.875) (a9 = 0.0) (a11 = 1.0) ⇒ d = 1.0[1]
(a5 = 6.0) (a7 = 3.5) (a10 = 0.0) (a12 = 2.0) ⇒ d = 0.0[1]
(a1 = 1.0) (a4 = 2.0) (a5 = 8.0) (a13 = 160.0) (a14 = 1.0) ⇒ d = 1.0[1]



Let’s take three rules into consideration
(a3 = 1.0) (a9 = 1.0) (a11 = 0.0) ⇒ d = 1.0[1]
(a7 = 0.415) (a9 = 1.0) (a13 = 0.0) ⇒ d = 1.0[1]
(a3 = 0.875) (a9 = 0.0) (a11 = 1.0) ⇒ d = 1.0[1]

These are all rules with length=3 and decision=1 so those rules are granuled
as single set. As we can see two of them have the same attribute numbers with
slightly different values. When we run a majority voting on those two rules a
new rule will be built because the dominant value is the same for each attribute
and random choice will be used. At this run a new rule
(a3 = 1.0) (a9 = 0.0) (a11 = 0.0) ⇒ d = 1.0[1]
was built, but this process is not deterministic.

Final set of granuled rules looks as follows.
(a2 = 34.08) (a6 = 4.0) ⇒ d = 0.0[3]
(a3 = 0.25) (a8 = 1.0) ⇒ d = 1.0[3]
(a5 = 9.0) (a13 = 80.0) ⇒ d = 1.0[3]
(a2 = 15.83) (a3 = 0.585) ⇒ d = 1.0[3]
(a5 = 7.0) (a6 = 4.0)(a14 = 2.0) ⇒ d = 0.0[4]
(a3 = 1.0) (a9 = 0.0)(a11 = 0.0) ⇒ d = 1.0[1]
(a7 = 0.415) (a9 = 1.0)(a13 = 0.0) ⇒ d = 1.0[4]
(a3 = 0.875) (a9 = 0.0)(a11 = 1.0) ⇒ d = 1.0[3]
(a3 = 1.0) (a9 = 1.0)(a11 = 0.0) ⇒ d = 1.0[3]
(a5 = 6.0) (a7 = 3.5)(a10 = 0.0)(a12 = 2.0) ⇒ d = 0.0[5]
(a1 = 1.0) (a4 = 2.0) (a5 = 8.0) (a13 = 160.0) (a14 = 1.0) ⇒ d = 1.0[6]

3 Classification process

We have designed rule based classifier, which consists of fitting the set of decision
rules into classified objects and vote for decision. The ties are resolved randomly.
We have measured the effectiveness using global accuracy parameter, which can
be defined as the percentage of correctly classified objects. We use exhaustive set
of rules in our experiments, with minimal descriptors length. We are generating
no conflicting decision rules starting from the ones with length equal to one.
This algorithm finishes his work with the rule length, in which there are no more
candidates or minor number of rules, in comparison with the whole computed
set, is generated.



4 Results

We have carried out experiments on exemplary real data from UCI Repository.
Used dataset description is presented in Table 1 while results of granulation and
classification in Table 2 and Table 3 respectively.

Table 1. Data Sets description - see [26]

name attr type attr no. obj no. class no.

Australian− credit integer, real 15 690 2
Iris integer, real 4 150 3

Diabetes integer, real 9 768 2
Liver integer, real 6 345 2

Table 2. Comparison of number of rules in both approaches

name # exhaustive rules # granuled rules abs. diff. % diff.

Australian− credit 12025 13804 1779 14.79%
Iris 246 247 1 0.41%

Diabetes 8609 8786 177 2.06%
Liver 2844 2918 74 2.60%

Table 3. Classification results - average accuracy after cv5

name exhaustive rules granuled rules

Australian− credit 84.20% 82.32%
Iris 85.89% 86.67%
Liver 57.10% 56.52%

Diabetes 65.37% 61.72%

We have used our own implementation of exhaustive algorithm, basic method
for results evaluation is Cross Validation 5 technique.



5 Conclusions

In this work we have considered the technique of exhaustive set of rules gran-
ulation. We have compared the set of decision rules after their granulation vs
rules computed from granulated decision systems. It was proven that its better
to granulate and compute rules than compute rules and granulate them. In the
latter case we have lose of the information. It is difficult to merge rules after
their granulation. The granulation process of exhaustive decision rules seems
to be ineffective, because the rules are designed in MDL (minimal description
length) model, and they are not redundant. Granulation process works good in
case there are many indiscernible values in the granulated entity.
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