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Abstract. The problem of high-quality automatic natural language processing is
one of the most important problems in computational linguistics. Automatic nat-
ural language processing is used in information retrieval, in tasks of text genera-
tion and text recognition, in machine translation, in sentiment analysis and so on.
All of these areas require specialized linguistic and mathematical models to rep-
resent the morphology, syntax, and semantics of text in a form that is convenient
for automatic processing.

The article describes a developed system that implements specific linguistic
tasks related to the processing of Ukrainian language, that is text preprocessing,
morphological and lexical analyzes of text. In order to create such a system, an
analysis of the available natural language text-processing tools was carried out
and the possibility of using them for text processing of Ukrainian language was
examined. Also, the most appropriate text processing tools in Ukrainian language
were selected. The basic stages of text preprocessing were considered in detail
and algorithms of their program implementation were given. In addition, the re-
sults of the developed system were demonstrated.

Keywords: Natural language processing, NLP, Text Mining, Ukrainian lan-
guage processing, language analysis, text corpus

1 Introduction

Natural language processing (NLP) is a subfield of computer science, information en-
gineering, and artificial intelligence concerned with the interactions between computers
and human (natural) languages, in particular how to program computers to process and
analyze large amounts of natural language data [1].

NLP is a component of text mining that performs a special kind of linguistic analysis
that essentially helps a computer “to read” text. NLP uses a variety of methodologies
to decipher correctly the ambiguities in human language, including the following: au-
tomatic summarization, part-of-speech tagging, disambiguation, entity extraction and
relations extraction, as well as natural language understanding and recognition [2].

Today, NLP software is a “shadow” process running in the background of many
common applications such as the personal assistant features in smartphones, translation
software and in self-service phone banking applications. NLP is used in information
retrieval, in tasks of text generation and text recognition, in sentiment analysis and so

Copyright © 2019 for this paper by its authors. Use permitted under Creative Commons License
Attribution 4.0 International (CC BY 4.0).
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on. All of these areas require specialized linguistic and mathematical models to repre-
sent the morphology, syntax, and semantics of text in a form that is convenient for
automatic processing.

For the correct functioning of natural language processing software it is necessary to
use a consistent knowledge base such as a detailed thesaurus, a lexicon of words, a data
set for linguistic and grammatical rules, an ontology and up-to-date entities, text cor-
pora.

It is now quite difficult to imagine linguistic researches, language learning and the
translation process without the use of corpora [3, 4, 5]. Corpora are widely used in
lexicographic and grammatical studies, semantics and stylistics. The term "linguistic
corpus" means the electronic collection of natural language texts, which is organized
and designed in a certain way and is intended for the scientific and practical study of
language [6].

Data collected in the corpus can be very different in quality and quantity depending
on the project of the investigation [7]. So, the formation of a corpus of any language
texts should begin with the clarification of the research and educational tasks that are
supposed to be solved on the basis of the content of the created corpus. The purpose of
the corpus determines the features of its structure. Corpus can be considered as an im-
portant means of verifying a variety of linguistic theories. Therefore, the corpus must
be representative and balanced. Accordingly, linguistic tools for corpus work are de-
veloped with aim at performing a particular task.

The major problem of natural language processing is the ambiguity, so most natural
language processing problems can be considered as finding proper interpretation. Ac-
cording to the structure of natural language, we can distinguish the following basic
stages of linguistic analysis, each of which is ambiguous in its own way: previous, mor-
phological, syntactic and semantic. These stages of analysis are performed sequentially
and each subsequent stage uses the results of the previous ones. Similarly, mistakes in
the previous stages of analysis are affected by the results of the following stages.

2 The purpose of the article

There are many different types of systems that implement the steps of text analysis
described above in English and Russian (AOT, Rosette text analytics, Polyglot). At the
time, the development of a system for processing Ukrainian language texts is a rather
urgent problem, because, unfortunately, there are not enough tools for Ukrainian lan-
guage processing, namely: libraries for programming languages, marked corpora, dic-
tionaries, thesauruses, etc.

The purpose of the development of a system for intellectual Ukrainian language pro-
cessing was a creation of tools for the processing of natural language texts in Ukrainian
at preliminary, morphological and lexical levels of analysis.

The main objectives of the preliminary analysis (text preprocessing) include the fol-
lowing:

* tokenization is the process of splitting the text into units called tokens (tokens can
be words, numbers, punctuation marks, etc.);

* sentence boundary detection.

It is also desirable to solve at this stage the following minor problems:
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» removing of non-text elements (tags, meta-information);

* removing formatting (italics, underline, bold);

« selection of e-mail addresses;

« selection of file names;

+ assembly of words written with letter-spacing;

* removing of stop words;

» named entity recognition.

The tasks of morphological analysis include the following:

* definition of the grammatical attributes of the word (defining of the parts of the
speech (POS) and the grammatical categories that are inherent in the corresponding
POS - number, gender, case, etc.);

+ stemming is the process of reducing words consisting of several morphemes to
their stem, i.e. to the fixed basis;

+ lemmatization is the process of reducing words to their vocabulary form.

Among the problems of lexical analysis there are the following:

* defining unique words;

* determining the frequency of words;

* calculating the lexical diversity.

In the process of literature analyzing, such a complex system, which would cover
the processing of Ukrainian texts at several levels, was not revealed. Only some sepa-
rate language processing tools have been found. After testing, it turned out that some
of them produce incorrect results. There was also an attempt to adapt the stemming
algorithm for Russian language [8] to Ukrainian language, but the results of this algo-
rithm were not acceptable.

The NLTK library tools were selected for the preliminary analysis [9]. On this basis,
tools for solving the following problems of preliminary analysis of Ukrainian texts such
as tokenization, sentence boundary detection, removing of non-text elements (tags,
meta-information), e-mail highlighting, selection of file names, assembly of words
written with letter-spacing, removing of stop words, named entity recognition were de-
veloped.

The pymorphy?2 library was selected as the basis of the morphological analyzer [10].
Pymorphy?2 uses a large electronic dictionary of Ukrainian language [11] converted to
the OpenCorpora format [12]. On the basis of the tools of this library, tools for the
realization of the following tasks of morphological analysis such as morphological
analysis of a word, stemming, lemmatization were created.

The simple lexical analysis was developed using Python tools. The matplotlib library
was used to display the lexical information on the graph. For lexical analysis of Ukrain-
ian texts, the system contains the following tools: calculating word frequencies and
displaying them on a graph; calculating the lexical diversity of the text.

3 Available NLP tools review

Modern tools for text analysis can be divided into two major categories:
* specialized tools are tools for language-specific analysis (morphological analyzers,
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syntax parsers, etc.);

* integrated packages are software instruments that provide features for analyzing the
text at different levels.

Let us describe several platforms and libraries for natural language text processing.
The following software products provide tools for analyzing texts in natural language,
both at one level and at many levels.

The Rosette text analytics platform develops software [13] to extract information
from unstructured text for use by search engines and data analytics applications.

For basic text analysis, the platform provides specific language tools for tokeniza-
tion, selection POS, lemmatization, classification, named entity recognition, and rela-
tions between named entities. For text preprocessing and morphological analysis, the
platform provides the following features:

1) sentence boundary detection:

« figures on ambiguous punctuation marks for abbreviations, file names, email ad-
dresses, etc;

« uses machine learning and statistical analysis;

* supports Ukrainian;

2) tokenization:

* uses statistical modeling;
3) morphological analysis:

* determines POS for ambiguous words by the means of statistical modeling for
lemmatization;

* decomposes difficult words;

* uses lemmatization for stemming;

* does not support Ukrainian.

Polyglot [14] is a library on Python for natural language processing.
For text preprocessing and morphological analysis it contains the following modules:
1) tokenization module:

« in addition to the tokenization itself, it has tools for splitting text into sentences;

* supports Ukrainian;

« dividing into sentences does not take into account Ukrainian cuts;

2) POS definition:

* does not support Ukrainian language;
3) dividing words into morphemes:

+ incorrectly divides Ukrainian words.

AOT system (Automatic text processing) [15] is a set of packages designed for text
processing in Russian. It contains separate components named processors for text pre-
processing and morphological analysis.

The components that form up the language model are the linguistic processors that
process the input text by the conveyor method. The input of one processor is the output
of another. The following components are distinguished:

* text preprocessing;

» morphological analysis;
* parsing;

* semantic analysis.
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The text preprocessing processor contains an algorithm for splitting into tokens
and sentences.

The morphological processor uses a special Russian morphological dictionary
based on the A.A. Zaliznyak grammar dictionary. It includes 161000 lemmas.

In case of lemmatization, a lot of morphological interpretations of the following
form are given for each input word:

1) lemma,;

2) POS;

3) grammatical categories of the word.

Natural Language Toolkit Library or NLTK [9] is a software package for symbolic
and statistical processing of natural language in Python. It contains graphical represen-
tations and examples of data. It is accompanied by extensive documentation, including
a book explaining the basic concepts behind the natural language processing tasks that
can be accomplished with this package [16].

NLTK is an optimal software platform for prototyping and development of linguistic
research systems.

NLTK supports classification, tokenization, POS defining, syntactic analysis.

Key features:

* lexical analysis: a tokenizer of words and texts;

* n-grams and word combinations;

* POS defining;

 lemmatization;

* stemming;

 named entity recognition.

NLTK is a powerful library for English. The morphological and syntactic analyzers
do not support Ukrainian, but the pymorphy2 module is available for morphological
analysis of the Russian and Ukrainian languages.

Pymorphy2 Morphological Analyzer [10] is an open-source Python programming
library for morphological analysis of Russian and Ukrainian words.

Main functionality:

* provides information on basic grammatical categories;

* declines words for the case;

* puts the word in its original form.

In pymorphy2, the MorphAnalyzer class is used for morphological analysis of
words.

4 The system structure, methods used to the development
of the system, description of implementation

The structure of the system can be represented as the following flowchart (Fig.1).

Regular expressions are used to solve a large number of subtasks. A regular expres-
sion is a special text string that describes or matches multiple lines according to a set
of special syntax rules (that is, a search pattern). They are used in many text editors and
auxiliary tools to find and modify text based on specified templates.
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Preprocessing
module

Morphological Lexical Graphical
module module user interface

Fig. 1. Structure of system.

The NLTK library was selected for the tokenization and solving of sentence bound-
ary problems. Because it is necessary to consider abbreviations to determine the bound-
aries of words and sentences, a tokenizer of the NLTK library that works with regular
expression patterns was used and a list of abbreviations was made using DSTU 3582-
97 [17]. Regular expression was used for tokenization:

[A,.2: 10\ H(2:\ [MMLTYKEHT THIIBX T ®IBATTPOJJIKETICMUTBBIOA Z\s ) *[,;.:!
Ns]*([5.:1]

The boundaries of sentences are determined by regular expression
J2?NS{2,H\s)[1?](?! [HiykeHT IIIIB3X X T (h iBanpOIIPKETICMUTH0a-Z ] )

Regular expressions were used to highlight non-text items, e-mail addresses, and
filenames.

The removing of stop words was performed using a stop word list.

A recursive algorithm that uses a dictionary of words was developed to minimize the
quantity of words written with letter-spacing.

The pymorphy2 bibliography was used to obtain the morphological information
about the word. Based on information about the lemma and word form, stemming is
performed.

The search for named entities in the text is based on a list of named words based on
the NER annotation of Ukrainian corpus [18].

The simple lexical analysis was written on Python. The matplotlib library was used
to display the lexical information on the graph.

Python was chosen to implement the software system. The program's GUI is written
using the PyQt GUI. A matplotlib library that is a Python library for building 2D graphs
that creates shapes in a variety of print formats and interactive environments across
platforms was used to build the graphs.

5 Demonstration of results

The GUI of the system consists of four areas, which are shown in Fig. 2.
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Haxsanasca Mopos ycix y nici NOMOPO3NTH.XONOAHNX
BITPIB, NOTUX XYPAE/NHLb HAK/INKAB.3aBMBANM BITPH,
waneHinu xypaenuul. CHirom yce 3amitanu CprTHO,
rONI0AHO CTaNo NTaxam i 3sipam.Hasite 6inouxa i 1a
3acMyTHnaca.bynm B Hel CAKi-Taki npunacy, Ta BUAWAN.A
R0 BECHULLE AaneYeHbKo. «[obpe XaKosi, — AyMaE
6inoyka, —ao6pe 6opcykosi i BeagMeaesi: N03acMHaNMN y
CBOIX CXOBAHKaX Nif CHIroM i rops He 3HaTb.A TYT,
MabyTb, AOBEAETLCA, NO HYXMX NNiCaX NOXWUBY LYKATHY.
Boctpubana 6inouKa A0 Y3NICCA.AX YYE: XTOCH WYPX-

rpademaTnyHmnin aHanis Mopdonoriynunin aHanis

ToKeHisyBaTn
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Mokasatu imeHa dannis

1 - menu area, 2 - input area, 3 - token list area, 4 - language processing feature set
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The results of the tokenization and sentence splitting of the input text are shown in

Fig. 3 and Fig. 4 accordingly.

HaxBanasca MOpOo3 ycix y Nici NOMOPO3HMTH.X0NOOHNX
BiTpiB, NIOTMX XypAeNHLL HaKNWKas.3aBHBanu BiTpH,
WaneHinv xypaenuui.CHirom yce 3amitann.CKpyTHo,
rofiofHO CTano NTaxam i 3sipamM.Hasite binouka i Ta
3acmyTMnaca.bynu B Hel caki-Taki Nnpyrnack, Ta BUAWIK.A
[0 BECHWLULE AaneyeHbKo. «Jlobpe Dkakosi, — AyMae
binouka, —aobpe BopcyKoBi i BEAMeAEBI: NO3aCMHANN Y
CBOTX CXOBaHKax Nig cHiroM i ropa He 3HalThL.A TYT,
MabyTb, NOBeAeTLCA, MO YYXKHUX NiCax NOXWBM LYKaTH».
AocTprbana 6inoyka Ao y31icca. AXK HYE: XTOCh LYPX-

Haxsanaeca =

MOpoO3

yeix

y Py

nici
NOMOPO3UTH

XonoAHWX
BiTpiB

Fig. 3. The result of tokenization

HaxBanaBcA MOPO3 YCiX Y J1ici NOMOPO3HTH. X0NOHNX
BiTpiB, NOTHUX XypAenvUb HAKNMKaB.3aBWBaNK BITpH,
WwaneHinM xypaenuui.CHirom yce 3amitanu.CKpyTHO,
rofogHO CTasio NTaxam i 3ipam.HasiTe Binouka i 1a
3acMyTHnacA.Bynu B Hel cAki-Taki npuMnack, Ta BUAWNKM.A
[0 BECHMLLE faNeYyeHbKo. «[obpe DKakosi, — aymae
6inouka, —aobpe 6opcykosi i BeameaeBi: No3acHHanu y
CBOTX CXOBaHKax Mif CHIroM i ropa He 3HaTb.A TYT,
MabyThb, AOBEAETLCA, MO YYXKNX NiCaX NOXKMBK LWYKaTH».
Moctprbana 6inouka A0 Y3NICCA.AX YYE: XTOCh LUYPX-

HaxBanaBcA MOPO3 YCix Y J1ici NOMOPO3MTH.
XONOAHUX BITPIB, NIOTHUX XYPAENHULL HAKIMKAB.
3aBWBanu BiTPW, WaneHinm xypaenvui.

CHirom yce samitanm.

CKpYTHO, FTONIOAHO CTAN0 NTaxaM i 3Bipam.
HagiTe Binouka i Ta 3acMyTMnaca.

Bynw B Hel cAKi-Taki npMnacK, Ta BUALLAK.

A [0 BECHULLE AaNeYeHBKO.

«[obpe ixakosi, — aymace Ginouka, —aobpe Gopcykosi i B _
e . i rrcenrne e

[ ¥

Fig. 4. The result of the sentence splitting

The functions and results of text preprocessing are shown in Fig. 5-9.
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Cnoso cnoso exapmple1@email.com cnoso
exapmplez@email.com

Cnoso cnoso filename1.txt cnoeo Ffilename2.kxt

exapmple1@email.com
exapmple2@email.com

Fig. 5. Selection of e-mails

filename1.txt
filename2.kxt

Fig. 6. Selection of file names

Cnoso c/1080 KWiB cnoso AMepHka c1oso OkeaH Enb3n Kuig

cneso cnose JHinpe choso AMEpPUKa
OKeaH Enb3n
AHinpo

Fig. 7. Selection of named entity

<p><b>TemymxkiH</b> (<a href="/wiki/%D0%9C%D0%BE%D0%BD%D0%B3%D0%BE
%D0%BB%D1%8C%D1%81%D1%8C%D0%BA%D0%B0_%D0%BC%D0%BE
%D0%B2%D0%B0" title="MoHronbcbka MoBa">MoHr.<fa> <i><span lang="mn">Temijin,
TaMyy*UH</span></i>; <a href="/wiki/%D0%9A
%D0%B8%D1%82%D0%B0%D0%B9%D1%81%D1%8C%D0%BA%D0%B0_%D0%BC%D0%BE
%D0%B2%D0%B0" title="KuTalicbka MoBa">KWTalicbka</a>: <span lang="zh">%A E</span>
— <a href="/wiki/%D0%9F%D1%96%D0%BD%D1%8C%D1%97%D0%BD%D1%8C"

title="MiHbIHE">NiHbIHb</a>: <em>Tiémuzhén</em>; iHogi NnepefaoTe Le iM'A AK TEMYXKH,

| Temyuu, Temymxin, TemyAmknH, Temyaaxi, Temydin); <a href="/wiki/1155"

title="1155">1155</a><sup id="cite_ref-4" class="reference"><a href="#cite_note-4">[4]</
a=<fsup> — <a href="/wiki/18_%D1%81%D0%B5%D1%80%D0%BF%D0%BD%D1%8F"
title="18 cepnHa">18 cepnHa<fa> <a href="fwiki/1227" title="1227">1227</a>) — <a href="{
wiki/%D0%9C%D0%BE%D0%BD%D0%B3%D0%BE%D0%BB%D0%B8"
title="MoHronKn">MoHrONbCEKMA</a> NepKaBHUA, NONITHYHWA | BINCLKOBWIA diay.</p>

TemygxiH (MoHr. Temdjin, TamyyxnH; kKuTaiceka: 2iAKE — niveiHe: Tiémazhén; iHogi
nepeaarnTb ue iMm'a ak TemyxuH, TemyunH, Temyasxin, Temyngxud, Temynaxkin, Temydin);
1155 — 18 cepnHA 1227) — MOHIoONbCbKWA OepAaBHWA, NONITUYHMKIA | BINCBKOBKWIA Aiay.

Fig. 8. Selection of non-text elements
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HaxsBanaBcA Mopo3 yCix y fici noMmopo3suTu. XonogHux BiTpis, noThx
XYpAenvub HaKJIMKas.3aBWBaNKW BiTPM, LWIaneHinum xypaenuui.CHirom
yce 3amiTann.CKpyTHO, rofioiHO CTaso nraxam i 3sipam.HaseiTe
6inouka i Ta sacMyTHMNaca.bBynu B Hel caKi-Taki NpMNack, Ta BMIALWAW.A
10 BECHMWLLE AanevyeHbko. «obpe ikakosi, — aymae binouka, —
nobpe BopcyKoBi 1 BeAMedeBi: Mo3acMHanM y CBOIX CXoBaHKax nig
CHIroM i ropA He 3HalTb.A TYT, MabyTb, NOBEAETLCA, MO YYXKMX JIicax
NOXWBM LWYKaTH». AocTpubana 6inoyka A0 y3niccA.AX YYE: XTOCh
WypX-LWYpX, pUn-punilfAsaHyna, a To NiCHWK Ha Nnxax npobupaeTbca.3a
nae4yyMma B HbOro TYrMiA milwok, npu Boui — eepbonis Ta ocuka, B
ny4ye4ykn NoB'A3aHI.

HaxsBanABcA mopo3 yCix nici nomoposnT.XonogHmx sBiTpis,
NOTHUX XYpOAenvUb HaKMMKaB.3aBMBanum BiTpM, waneHinm
XypOaenuui.CHirom yce samitTanm.CKpyTHO, ronoJHo cTano
nraxam 3Bipam. Sinoyka A 3acMyTWAacA. CAKi- NpUMacu,
BUHALLAKM. BECHMLUE OaNedYeHbKo. « Kakoei, — Aymae Binouka,
— GopcyKoBi M BEAMeOeBi: MO3acMHaNM CXOBaHKax CcHIirom
ropA 3HaWTb. , MabyTb, AoBeAeThCA, YYXKMX Jicax MoMWBK
wykaTn». JocTprbana Binouka y3micca. Yye: XTOCh Ly px-
Wypx, PHUA-pHUNirNAHyNa, AiCHMK Auvxax npobupacTbcA.
nae4rmMma TYrvin miwok, Goui — sepbonis ococrka, NMydedxwu
noB'A3aHi.

Fig. 9. Removing of stop-words.

For morphological analysis, tokenization must be carried out in advance. To extract
morphological information for a word from a text, it is necessary to click on the desired
word in the text or the list on the right.

The morphological analysis of the selected word from the text is shown in Fig. 10.

HaxBansBCcA MOPO3 YCix y Nici NOMOPO3MTHXONOQHNX sTa =
BITpiB, NOTVX XypAenuUb HAK/IMKaB.3aBMBanm BiTpK, BHHLLINK

WwaneHinu xypaenuui.CHirom yce 3amitann.CKpyTHO,

roflofiHO CTano NTaxam i 3eipam.HagiTe binouka i Ta A

3acmyTKNaca.Bynu B Hel caki-Taki npunack, Ta BUAWIN.A ao

110 BecHULLe Aanederbko. «flobpe xakosi, — aymae BeCHULle

Binoyka, —nobpe Bopcykosi M BeAMEAEBI: NO3aCUHANIN Y AaneyeHbko

CBOIX CXOBAHKaX Mifl CHIroM i ropA He 3HaTb.A TYT,
MabyTb, AOBEOETLEA, MO UYKMX NiCaX NOKWUBK LIYKATH».
Joctprbana Binoyka Ao y3nicca.AX Yye: XTOCh LWYpX- -

i2

rpademaTH4HKiA aHanis | MopdoNOrivHMIA aHani3 | JIeKCUYHWi aHani3
Cnogo: fobpe

JNema Ctem YacTMHa MOBH  BigmiHOK Pin Yucno IcT/HeicT. Yac Ocoba Bua
nobpe nobpe NPUCNIBHUK
nobpwii nobp NPUKMETHWK  Ha3MBHMIA cepelHid oOHWHa

Fig. 10. The window tab of morphological analysis

Morphological analysis is shown in a table where rows are possible parsing words
and columns are grammatical categories. The lexical analysis tab and the lexical char-
acteristics of a news article are presented in Fig. 11.

A graphical representation of the lexical diversity of the text is shown in Fig. 12. To
save the received graphs, it is necessary to click on the button “Save graph”.
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lpademMaTHyHWi aHanis =~ MopdosoriyHMi aHanis | JIeKCHMUHWiA aHanis
AHanisysatn

YHiKanbHi cnosa

Cnoso KinbkicTb =
paHiwe 1 Mobyayeatu rpadik
peanbHUX 1 i .
JlexcuyHa pisHOMaHITHICTL: 55.97897503285151%
peanbHo 1

peanizauito 1 36eperm rpadik

peanizauin 2

Fig. 11. The result of lexical analysis of news article

main.py

Lﬂmz_ | LLLU L b

Fig. 12. News article

6 Conclusions

During the research, several natural language processing tools have been identified and
reviewed. The advantages of these systems are that they perform natural language pro-
cessing at several levels: text preprocessing, morphological, syntactic and semantic. The
disadvantage of the systems is that not all of them provide the means of text processing
in Ukrainian language at several levels of analysis, and the systems that have tools for
processing Ukrainian texts produce incorrect results, in particular at the text prepro-
cessing and morphological levels of the analysis.

As a result, the system that implements specific linguistic tasks related to the pro-
cessing of Ukrainian language, namely, text preprocessing, morphological and lexical
analyzes of text was developed. The basic stages of text preprocessing are considered
in detail and algorithms of their program implementation were presented. In addition,
the results of the developed system were demonstrated.

The advantage of the developed system is that it provides the features for complex
processing of Ukrainian texts at three levels of analysis. The disadvantages of the de-
veloped system are: suboptimal algorithm of the assembly of words written with letter-
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spacing (the algorithm uses a dictionary to identify words written with letter-spacing;
to reduce the volume of word search, the length limit is introduced, so words larger limit
values could be convoluted with mistakes); incorrect analysis of non-vocabulary words,
that is a disadvantage of pymorphy2, which is taken as the basis of the morphological
module of the system; simple lexical analysis.

References

1. Indurkhya, N., Damerau, F.J.: Handbook of Natural Language Processing. 2nd edn.
Chapman and Hall/CRC: Machine Learning & Pattern Recognition (2010).

2. Jurafsky, D., Martin, J.: Speech and Language Processing, 2nd edn. Upper Saddle River,
N.J: Prentice Hall (2008).

3. Brown Corpus Manual, http://korpus.uib.no/icame/manuals/BROWN/INDEX.HTM.,
last accessed: 2020/02/14.

4. The Brown Corpus of Ukrainian Language, https://github.com/brown-uk/corpus, last ac-
cessed 2020/02/14.

5. Kiibler, S., Zinsmeister, H., Corpus Linguistics and Linguistically Annotated Corpora.
Bloomsbury Academic (2015).

6.  Corpus of Ukrainian Language (Ukrainian), http://www.mova.info/corpus.aspx?11=209,
last accessed 2020/02/14.

7. Anthony, L.: A critical look at software tools in corpus linguistics. Linguistic Research
30 (2), 141-161 (2013).

8. Russian stemming algorithm, http://snowball.tartarus.org/algorithms/russian/stem-
mer.html, last accessed 2020/02/14.

9. Natural Language Toolkit - NLTK 3.5b1 documentation, www.nltk.org/book, last ac-
cessed: 2020/02/14.

10. Morphological analyzer pymorphy2 (Russian), https://pymorphy?2.readthedocs.io/en/lat-
est/, last accessed 2020/02/14.

11. brown-uk/dict uk: Project to generate POS tag dictionary for Ukrainian language
GitHub, https://github.com/brown-uk/dict_uk, last accessed 2020/02/14.

12. LT2OpenCorpora — GitHub, https://github.com/dchaplinsky/LT20OpenCorpora, last ac-
cessed 2020/02/14.

13. Rosette Text Analytics - Al for Human Language, https://www.rosette.com/, last ac-
cessed 2020/02/14.

14. Welcome to polyglot’s documentation! - polyglot 16.07.04 documentation, https://poly-
glot.readthedocs.io/en/latest/, last accessed 2020/02/14.

15. Automatic text processing (Russian), http://www.aot.ru/, last accessed 2020/02/14.

16. Bird, S., Klein, E., and Loper, E.: Natural Language Processing with Python: Analyzing
Text with the Natural Language Toolkit. O’Reilly Media, Inc. (2009)

17. Shortening of words in Ukrainian language in the bibliographic description. DSTU 3582-
97 (Ukrainian), http://www library.ukma.edu.ua/fileadmin/documents/Bibliog-
raphy/26_DCTU3582-97.pdf, last accessed 2020/02/14.

18. GitHub - lang-uk/ner-uk: Ukranian NER annotation project, https://github.com/lang-

uk/ner-uk, last accessed 2020/02/14.



