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Abstract. The problem of high-quality automatic natural language processing is 
one of the most important problems in computational linguistics. Automatic nat-
ural language processing is used in information retrieval, in tasks of text genera-
tion and text recognition, in machine translation, in sentiment analysis and so on. 
All of these areas require specialized linguistic and mathematical models to rep-
resent the morphology, syntax, and semantics of text in a form that is convenient 
for automatic processing.  

The article describes a developed system that implements specific linguistic 
tasks related to the processing of Ukrainian language, that is text preprocessing, 
morphological and lexical analyzes of text. In order to create such a system, an 
analysis of the available natural language text-processing tools was carried out 
and the possibility of using them for text processing of Ukrainian language was 
examined. Also, the most appropriate text processing tools in Ukrainian language 
were selected. The basic stages of text preprocessing were considered in detail 
and algorithms of their program implementation were given. In addition, the re-
sults of the developed system were demonstrated. 

Keywords: Natural language processing, NLP, Text Mining, Ukrainian lan-
guage processing, language analysis, text corpus

1 Introduction 

Natural language processing (NLP) is a subfield of computer science, information en-
gineering, and artificial intelligence concerned with the interactions between computers 
and human (natural) languages, in particular how to program computers to process and 
analyze large amounts of natural language data [1]. 

NLP is a component of text mining that performs a special kind of linguistic analysis 
that essentially helps a computer “to read” text. NLP uses a variety of methodologies 
to decipher correctly the ambiguities in human language, including the following: au-
tomatic summarization, part-of-speech tagging, disambiguation, entity extraction and 
relations extraction, as well as natural language understanding and recognition [2]. 

Today, NLP software is a “shadow” process running in the background of many 
common applications such as the personal assistant features in smartphones, translation 
software and in self-service phone banking applications. NLP is used in information 
retrieval, in tasks of text generation and text recognition, in sentiment analysis and so 
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on. All of these areas require specialized linguistic and mathematical models to repre-
sent the morphology, syntax, and semantics of text in a form that is convenient for 
automatic processing.  

For the correct functioning of natural language processing software it is necessary to 
use a consistent knowledge base such as a detailed thesaurus, a lexicon of words, a data 
set for linguistic and grammatical rules, an ontology and up-to-date entities, text cor-
pora. 

It is now quite difficult to imagine linguistic researches, language learning and the 
translation process without the use of corpora [3, 4, 5]. Corpora are widely used in 
lexicographic and grammatical studies, semantics and stylistics. The term "linguistic 
corpus" means the electronic collection of natural language texts, which is organized 
and designed in a certain way and is intended for the scientific and practical study of 
language [6]. 

Data collected in the corpus can be very different in quality and quantity depending 
on the project of the investigation [7]. So, the formation of a corpus of any language 
texts should begin with the clarification of the research and educational tasks that are 
supposed to be solved on the basis of the content of the created corpus. The purpose of 
the corpus determines the features of its structure. Corpus can be considered as an im-
portant means of verifying a variety of linguistic theories. Therefore, the corpus must 
be representative and balanced. Accordingly, linguistic tools for corpus work are de-
veloped with aim at performing a particular task.  

The major problem of natural language processing is the ambiguity, so most natural 
language processing problems can be considered as finding proper interpretation. Ac-
cording to the structure of natural language, we can distinguish the following basic 
stages of linguistic analysis, each of which is ambiguous in its own way: previous, mor-
phological, syntactic and semantic. These stages of analysis are performed sequentially 
and each subsequent stage uses the results of the previous ones. Similarly, mistakes in 
the previous stages of analysis are affected by the results of the following stages. 

2 The purpose of the article 

There are many different types of systems that implement the steps of text analysis 
described above in English and Russian (AOT, Rosette text analytics, Polyglot). At the 
time, the development of a system for processing Ukrainian language texts is a rather 
urgent problem, because, unfortunately, there are not enough tools for Ukrainian lan-
guage processing, namely: libraries for programming languages, marked corpora, dic-
tionaries, thesauruses, etc. 

The purpose of the development of a system for intellectual Ukrainian language pro-
cessing was a creation of tools for the processing of natural language texts in Ukrainian 
at preliminary, morphological and lexical levels of analysis. 

The main objectives of the preliminary analysis (text preprocessing) include the fol-
lowing: 

• tokenization is the process of splitting the text into units called tokens (tokens can 
be words, numbers, punctuation marks, etc.); 

• sentence boundary detection. 
It is also desirable to solve at this stage the following minor problems: 
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• removing of non-text elements (tags, meta-information); 
• removing formatting (italics, underline, bold); 
• selection of e-mail addresses; 
• selection of file names; 
• assembly of words written with letter-spacing;     
• removing of stop words; 
• named entity recognition. 
The tasks of morphological analysis include the following: 
• definition of the grammatical attributes of the word (defining of the parts of the 

speech (POS) and the grammatical categories that are inherent in the corresponding 
POS - number, gender, case, etc.); 

• stemming is the process of reducing words consisting of several morphemes to 
their stem, i.e. to the fixed basis; 

• lemmatization is the process of reducing words to their vocabulary form. 
Among the problems of lexical analysis there are the following: 

• defining unique words; 
• determining the frequency of words; 
• calculating the lexical diversity. 
In the process of literature analyzing, such a complex system, which would cover 

the processing of Ukrainian texts at several levels, was not revealed. Only some sepa-
rate language processing tools have been found.  After testing, it turned out that some 
of them produce incorrect results. There was also an attempt to adapt the stemming 
algorithm for Russian language [8] to Ukrainian language, but the results of this algo-
rithm were not acceptable. 

The NLTK library tools were selected for the preliminary analysis [9]. On this basis, 
tools for solving the following problems of preliminary analysis of Ukrainian texts such 
as tokenization, sentence boundary detection, removing of non-text elements (tags, 
meta-information), e-mail highlighting, selection of file names, assembly of words 
written with letter-spacing, removing of stop words, named entity recognition were de-
veloped.   

The pymorphy2 library was selected as the basis of the morphological analyzer [10]. 
Pymorphy2 uses a large electronic dictionary of Ukrainian language [11] converted to 
the OpenCorpora format [12]. On the basis of the tools of this library, tools for the 
realization of the following tasks of morphological analysis such as morphological 
analysis of a word, stemming, lemmatization were created. 

The simple lexical analysis was developed using Python tools. The matplotlib library 
was used to display the lexical information on the graph. For lexical analysis of Ukrain-
ian texts, the system contains the following tools: calculating word frequencies and 
displaying them on a graph; calculating the lexical diversity of the text. 

3 Available NLP tools review 

Modern tools for text analysis can be divided into two major categories: 
• specialized tools are tools for language-specific analysis (morphological analyzers, 
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syntax parsers, etc.); 
• integrated packages are software instruments that provide features for analyzing the 

text at different levels.  
Let us describe several platforms and libraries for natural language text processing. 

The following software products provide tools for analyzing texts in natural language, 
both at one level and at many levels. 

The Rosette text analytics platform develops software [13] to extract information 
from unstructured text for use by search engines and data analytics applications. 

For basic text analysis, the platform provides specific language tools for tokeniza-
tion, selection POS, lemmatization, classification, named entity recognition, and rela-
tions between named entities. For text preprocessing and morphological analysis, the 
platform provides the following features:  
1) sentence boundary detection: 

• figures on ambiguous punctuation marks for abbreviations, file names, email ad-
dresses, etc; 

• uses machine learning and statistical analysis; 
• supports Ukrainian; 

2) tokenization: 
• uses statistical modeling; 

3) morphological analysis: 
• determines POS for ambiguous words by the means of statistical modeling for 

lemmatization; 
• decomposes difficult words; 
• uses lemmatization for stemming; 
• does not support Ukrainian.  
Polyglot [14] is a library on Python for natural language processing. 

For text preprocessing and morphological analysis it contains the following modules: 
1) tokenization module: 

• in addition to the tokenization itself, it has tools for splitting text into sentences; 
• supports Ukrainian; 
• dividing into sentences does not take into account Ukrainian cuts; 

2) POS definition: 
• does not support Ukrainian language; 

3) dividing words into morphemes: 
• incorrectly divides Ukrainian words. 

AOT system (Automatic text processing) [15] is a set of packages designed for text 
processing in Russian. It contains separate components named processors for text pre-
processing and morphological analysis. 

The components that form up the language model are the linguistic processors that 
process the input text by the conveyor method. The input of one processor is the output 
of another. The following components are distinguished: 

• text preprocessing; 
• morphological analysis; 
• parsing; 
• semantic analysis.  
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The text preprocessing processor contains an algorithm for splitting into tokens 
and sentences. 

The morphological processor uses a special Russian morphological dictionary 
based on the A.A. Zaliznyak grammar dictionary. It includes 161000 lemmas.  

In case of lemmatization, a lot of morphological interpretations of the following 
form are given for each input word: 

1) lemma; 
2) POS; 
3) grammatical categories of the word. 

Natural Language Toolkit Library or NLTK [9] is a software package for symbolic 
and statistical processing of natural language in Python. It contains graphical represen-
tations and examples of data. It is accompanied by extensive documentation, including 
a book explaining the basic concepts behind the natural language processing tasks that 
can be accomplished with this package [16].   

NLTK is an optimal software platform for prototyping and development of linguistic 
research systems.  

NLTK supports classification, tokenization, POS defining, syntactic analysis. 
Key features: 
• lexical analysis: a tokenizer of words and texts; 
• n-grams and word combinations; 
• POS defining; 
• lemmatization; 
• stemming; 
• named entity recognition. 
NLTK is a powerful library for English. The morphological and syntactic analyzers 

do not support Ukrainian, but the pymorphy2 module is available for morphological 
analysis of the Russian and Ukrainian languages. 

Pymorphy2 Morphological Analyzer [10] is an open-source Python programming 
library for morphological analysis of Russian and Ukrainian words.  

Main functionality: 
• provides information on basic grammatical categories; 
• declines words for the case; 
• puts the word in its original form. 
In pymorphy2, the MorphAnalyzer class is used for morphological analysis of 

words. 

4 The system structure, methods used to the development 
of the system, description of implementation 

The structure of the system can be represented as the following flowchart (Fig.1). 
Regular expressions are used to solve a large number of subtasks. A regular expres-

sion is a special text string that describes or matches multiple lines according to a set 
of special syntax rules (that is, a search pattern). They are used in many text editors and 
auxiliary tools to find and modify text based on specified templates. 
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Fig. 1. Structure of system. 

The NLTK library was selected for the tokenization and solving of sentence bound-
ary problems. Because it is necessary to consider abbreviations to determine the bound-
aries of words and sentences, a tokenizer of the NLTK library that works with regular 
expression patterns was used and a list of abbreviations was made using DSTU 3582-
97 [17]. Regular expression was used for tokenization: 

 
[^,.;:!?\s]+(?:\.[^ЙЦУКЕНГШЩЗХЇҐФІВАПРОЛДЖЄЯЧСМИТЬБЮAZ\s])*[^,;.:!
?\s]*|[,;.:!] 

 
The boundaries of sentences are determined by regular expression 
 
.*?(?:\S{2,}|\s)[.!?](?![йцукенгшщзххїґфівапролджєячсмитьбa-z]) 
 
Regular expressions were used to highlight non-text items, e-mail addresses, and 

filenames. 
The removing of stop words was performed using a stop word list. 
A recursive algorithm that uses a dictionary of words was developed to minimize the 

quantity of words written with letter-spacing. 
The pymorphy2 bibliography was used to obtain the morphological information 

about the word. Based on information about the lemma and word form, stemming is 
performed. 

The search for named entities in the text is based on a list of named words based on 
the NER annotation of Ukrainian corpus [18]. 

The simple lexical analysis was written on Python. The matplotlib library was used 
to display the lexical information on the graph. 

Python was chosen to implement the software system. The program's GUI is written 
using the PyQt GUI. A matplotlib library that is a Python library for building 2D graphs 
that creates shapes in a variety of print formats and interactive environments across 
platforms was used to build the graphs. 

5 Demonstration of results 

The GUI of the system consists of four areas, which are shown in Fig. 2. 
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Fig. 2.    1 - menu area, 2 - input area, 3 - token list area, 4 -  language processing feature set 
area 

The results of the tokenization and sentence splitting of the input text are shown in 
Fig. 3 and Fig. 4 accordingly. 

 

 
Fig. 3. The result of tokenization  

 
Fig. 4.   The result of the sentence splitting 

The functions and results of text preprocessing are shown in Fig. 5-9. 
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Fig. 5.   Selection of e-mails 

 
Fig. 6. Selection of file names 

 
Fig. 7. Selection of named entity 

 

 
Fig. 8. Selection of non-text elements 
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Fig. 9. Removing of stop-words. 

For morphological analysis, tokenization must be carried out in advance. To extract 
morphological information for a word from a text, it is necessary to click on the desired 
word in the text or the list on the right. 

The morphological analysis of the selected word from the text is shown in Fig. 10. 
 

 
Fig. 10. The window tab of morphological analysis 

Morphological analysis is shown in a table where rows are possible parsing words 
and columns are grammatical categories. The lexical analysis tab and the lexical char-
acteristics of a news article are presented in Fig. 11.  

A graphical representation of the lexical diversity of the text is shown in Fig. 12. To 
save the received graphs, it is necessary to click on the button “Save graph”. 
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Fig. 11. The result of lexical analysis of news article 

 
Fig. 12. News article 

6 Conclusions 

During the research, several natural language processing tools have been identified and 
reviewed. The advantages of these systems are that they perform natural language pro-
cessing at several levels: text preprocessing, morphological, syntactic and semantic. The 
disadvantage of the systems is that not all of them provide the means of text processing 
in Ukrainian language at several levels of analysis, and the systems that have tools for 
processing Ukrainian texts produce incorrect results, in particular at the text prepro-
cessing and morphological levels of the analysis.  

As a result, the system that implements specific linguistic tasks related to the pro-
cessing of Ukrainian language, namely, text preprocessing, morphological and lexical 
analyzes of text was developed. The basic stages of text preprocessing are considered 
in detail and algorithms of their program implementation were presented. In addition, 
the results of the developed system were demonstrated.  

The advantage of the developed system is that it provides the features for complex 
processing of Ukrainian texts at three levels of analysis. The disadvantages of the de-
veloped system are: suboptimal algorithm of the assembly of words written with letter-
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spacing (the algorithm uses a dictionary to identify words written with letter-spacing; 
to reduce the volume of word search, the length limit is introduced, so words larger limit 
values could be convoluted with mistakes); incorrect analysis of non-vocabulary words, 
that is a disadvantage of pymorphy2, which is taken as the basis of the morphological 
module of the system; simple lexical analysis. 
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