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ABSTRACT
Twitter, as a social network, has been used extensively as a way
to express users opinion about a wide range of topics. Particu-
larly, politics have been one of the main issues in the last years,
and consequently, its study in Twitter can lead to valuable con-
clusions.

The methodology presented in this paper is based on the ex-
traction of the followers network of the main politicians in Spain
prior to the general election of November of 2019, providing a
suitable graph analysis and visualisation. Hence, closeness be-
tween different political parties can be spotted with respect to
their common followers. This is motivated by the new politi-
cal scenario, given that in the last five years, it derived from
a bipartisan system to a plural one, with six relevant national
parties.

Additionally, information about each political party is pre-
sented interactively with respect to the political profile of those
who write about them. Reciprocally, this tool also provides infor-
mation about the target of this party identified profiles.

KEYWORDS
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1 INTRODUCTION
Twitter is a microblogging social network based on the publi-
cation of short messages of 280 characters at most. It has been
used extensively as an opinion network with daily volumes of
generated messages of about 500 million tweets, with 139 million
daily active users (https://business.twitter.com/). Every user has
the option to follow other accounts, so the content published
by them is shown to their followers. The different actions with
respect to each Twitter message or tweet are sharing it with your
followers (retweet), marking it as favourite or answering the
tweet. Furthermore, every individual can mention another user
by using the account name preceded by an "@".

Consequently, many approaches have been studied concerning
different types of insights. Sentiment analysis has been one of
the most relevant ([29], [22], [21], [1], [14]), as well as graph
analytic of the connection network among Twitter users ([11],
[27], [26]) or of the graph generated by their communication
through mentions, answers and retweets ([34], [8], [37]).
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Furthermore, these applications are usually centred in a partic-
ular field, given the raw daily volume, as it has been previously
mentioned. Among others, economics ([33], [25], [10]), television
and cinema ([2], [12], [30]), or sports ([28], [36], [31]) have been
widely studied. However, this paper is focused on the application
of Twitter analytic to politics, which has already been tackled
as well ([15], [16], [4], [5]). Particularly, this analysis is devoted
to the Spanish political situation in Twitter prior to the second
general election in 2019, which took place the 10th of November.

The main motivation of this approach is based on the re-
cent evolution of the Spanish political scenario (http://www.
infoelectoral.mir.es/). It has been a two-party system since the
general election of 1989, where PSOE and PP received most of
the votes. Particularly, the total percentage of votes obtained by
these two parties ranged from 65% in 1989, to 73% in 2011, getting
their highest combined percentage in 2008 with a total over the
83% of votes. However, in 2015 two new parties irrupted, Unidas
Podemos and Ciudadanos, reducing dramatically the bipartisan
percentage to 50% of votes. Another two new political parties
were added to this scenario in 2019, VOX and Más País, turning
the sum of votes of PSOE and PP, for the first time since their
coexistence, into values under the 50% (45% in April, 48% in No-
vember). Additionally, regionalist parties have strengthen their
presence in their respective areas, with a sum of 10% and 11% of
the total votes in both general elections in 2019, respectively.

As a consequence, with such a variety of political parties, it is
hard to assess the closeness between certain parties. Even though
the leaders may point out their preferences, their voters may have
a different opinion, and as such, analysing their closeness with
respect to their supporters is a must in order to understand the
underlying structure of the actual political Spanish scenario.

To analyse such closeness with respect to supporters, all the
followers of the most remarkable politicians associated to the ten
most relevant political parties have been downloaded via Twitter
API, including the two bipartisan parties (PSOE, PP), the national
ones of recent creation (Unidas Podemos, Ciudadanos, VOX, Más
País), and the four most relevant regionalist parties (ERC, Junts
Per Catalunya, PNV, EH Bildu).

All this information has been processed in order to put it
together as a graph or network. The main goal of this work is
to better understand the relationship between user and political
Twitter accounts, as well as discovering insights about the new
and uncertain political Spanish scenario. This could be done by
means of Social Network Analysis (SNA) techniques due to the
nature of the used data.

SNA is used for measuring and analyzing the structural prop-
erties of networks of interdependent dyadic relationships. One of
the core assumptions of SNA is that the patterns of these relation-
ships can have important effects on individual and organizational
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behaviour, constraining or enabling access to resources, and ex-
posure to information and behaviour [17]. Apart from this, one
of the key elements that characterizes modern SNA is the use of
visualisations of complex networks. Innovators in information
visualisation have also contributed to helping users to discover
patterns, trends, clusters, gaps, and outliers, even in complex
social networks [32].

In order to complement this study, an analysis of the different
messages directed to each of the candidates in Twitter has been
developed, obtaining the political typology of those who speak
about them.

This paper is structured as follows. Section 2 presents the
whole proposed methodology. In Section 3 the development of
the application, along with visual examples, is provided. Section
4 is devoted to conclusions and future work.

2 PROPOSED METHODOLOGY
As previously said, the recently appeared new parties in Spain
have added important and unknown changes to the political
tendencies in the public opinion. This constitutes a new scenario
in which voters have changed their preferences from only two
options to a system with multiple parties, with a significant rise
of nationalist ones. Understanding and visualising these new
political trends and how the vote-flow can vary from one party
to another or how parties are related between them, arises as
an interesting task for interpreting the new complex political
scenario in Spain.

The tool presented here is based on the study of the large
network that represents the different connections among Twitter
users, where a relationship between two given individuals is
not necessarily reciprocal, which leads to a directed graph study
corresponding to what users follow each individual.

Particularly, this work has been devoted to analysing the Span-
ish political Twitter environment, previous to the general election
that took place the 10th of November of 2019. The ten main politi-
cal parties in Spain have been monitored: PSOE, PP, VOX, Unidas
Podemos, Ciudadanos, Más País, ERC, Junts Per Catalunya, PNV
and EH Bildu. The first six are national parties, while the remain-
ing ones are only present in certain areas (Catalonia for ERC and
Junts Per Catalunya, Basque Country for PNV and EH Bildu).

Hence, the proposed approach aims to perform an interactive
network by: 1) extracting and processing data based on political
interactions from Twitter, 2) from this data, creating a graph and
extracting communities from it, 3) applying a layout algorithm
to align nodes according to their community membership; and 4)
producing a two-dimensional graph visualisation in a web-based
platform that supports pan, zoom navigation and an additional
data analysis of the relevant nodes by means of the interaction
with them.

The whole architecture of the proposed system is depicted in
Figure 1. This diagram shows two connected lines of action. The
first one is based on the extraction of followers of each politician
from the ten political parties, which are afterwards clustered and
filtered, obtaining a set of followers reduced and processed, in
order to apply the different graph methodologies with the open-
source SNA software Gephi (version 9.1) [6]. Furthermore, the
original followers dataset is used to obtain political profiles with
respect to that ten parties.

Secondly, a daily download of tweets that mention the six
national political parties and their respective leaders is conducted.
These messages are processed to obtain the profile of opinion

Figure 1: Diagram of the proposed methodology

from and to the selected party, with the previously obtained
profiling set. Both graphical outputs are presented in a website
that allows a joint visualisation. This web application is based on
the Node.js [13] engine. It has been developed in order to carry
out a post visual data exploration and an interactive analysis of
the network.

2.1 Data Extraction and Processing
Data extraction is carried out by using the official Twitter API
(https://developer.twitter.com/), which allows to obtain a wide
range of information from Twitter, such as timelines, tweets
mentioning a certain term, hashtag or account, or the users that
follow a given individual. In this paper, the proposed approach is
based on the latter one. Consequently, it is mandatory to decide
which accounts should be analysed for every political party. For
each one, the official account from the party, their corresponding
leaders, as well as additional remarkable politicians have been
monitored. In Table 1 a list with each political party and the
number of accounts analysed for each one is presented.

Table 1: Summary of accounts analysed for each political
party

Political party Number of accounts
PSOE 11
PP 11
VOX 10

Unidas Podemos 11
Ciudadanos 11
Más País 11
ERC 9

Junts Per Catalunya 8
PNV 7

EH Bildu 7
TOTAL 96

As it can be observed, the number of accounts differs slightly
among them. This is due to the lack of relevant and visible ad-
ditional politicians for the minor parties. Globally, 96 political
accounts have been selected.

On the other hand, a network consists of two components,
a list of the actors which compose the network, and a list of
relations, i.e., the interactions between actors. As part of a math-
ematical object, actors will then be called vertices or nodes, and
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relations will be denoted as edges. Based on graph theory, a net-
work corresponds to a graph, which is built by vertices or nodes
as well as edges connecting vertices between them. This way of
representing data is appropriate for scenarios like the proposed
one, which involves a high number of connections and can not
be accurately understood and represented by using traditional
graphics due to its complex structure.

Taking into account the extracted data and the graph theory,
a directed network can be built from the generated dataset. Two
types of nodes are defined. The first type of them refers to the
political accounts, whereas the other one determines the user
accounts, i.e., individuals following political accounts. Regarding
the interaction between nodes, an edge represents the relation-
ship that is created when a user follows a political account.

Once the initial information is downloaded, as it has been
previously explained, it is necessary to store and process it to
apply the different graph processing, visualisation and analysis
techniques.

Given the complexity granted by data dimension, it is manda-
tory to simplify it, so it can be manageable by usual graph tools.
In order to do so, the original data is modified by aggregating
every user who follows exactly the same political accounts into a
common cluster, whose node size is associated to the number of
individual that it represents. Furthermore, each node has an edge
to each political account that this cluster of accounts follows.

Simultaneously, it is developed a methodology that determines
which users are really interested in one or many political parties,
while applying a filter that removes those whose interest is weak,
circumstantial or too spread among several political parties. This
information is complementary used to the graph-associated one,
in order to enrich the provided visualisation.

2.2 Graph Processing: Community Detection
Algorithms

Community detection algorithms in graphs are used for identify-
ing groups of similar individuals in order to understand user in-
teractions and behaviours. In addition, some of these behaviours
are only observable into a group and not on an individual level.
This is because individual behaviours could easily change, but
collective behaviours are more robust to changes [7]. These algo-
rithms are also useful to define the communities of highly related
nodes as well as visualising their relations to other communities.

In this work, the algorithms considered for identifying differ-
ent communities in the graph, are the following:

• The Louvain method [9]: This algorithm detects communi-
ties in networks bymaximizing amodularity score for each
community, where the modularity quantifies the quality
of an assignment of nodes to communities by evaluating
how much more densely connected the nodes within a
community are, compared to how connected they would
be in a random network. This method is one of the fastest
modularity-based algorithms, and works well with large
graphs. It also reveals a hierarchy of communities at dif-
ferent scales, which can be useful for understanding the
global functioning of a network.

• The Leiden algorithm [35]: This algorithm can be seen
as an improvement of the Louvain algorithm. The Leiden
algorithm also takes advantage of the idea of speeding up
the local movement of nodes and the idea of moving nodes
to random neighbours. It consists of three phases: (1) local
movement of nodes, (2) refinement of the partition and (3)

aggregation of the network based on the refined partition,
using the non-refined partition to create an initial partition
for the aggregate network.

Once the community detection is performed, the next step
consists of evaluating the results obtained by the community-
detection algorithms. The selected metric for determining the
quality of a community is the modularity [24]. This measure is
based on the idea that a random graph is not expected to have a
cluster structure. Therefore, the possible existence of clusters is
revealed by the comparison between the actual density of edges
in a subgraph and the density that would be expected in a random
subgraph.

Furthermore, other centrality measures can be calculated in
order to provide the importance, or influence, in a social network.
For instance, the Degree Centrality indicates what accounts are
the most followed, the Eigenvector Centrality shows which are
the most influential accounts, and the Betweenness Centrality
detects who/which are the users/accounts controlling the infor-
mation flow [38].

2.3 Graph visualisation
Once the communities are calculated, a colour for each of them
(nodes and edges in a particular community) are assigned to
better distinguish the structure of the different groups inside the
graph. In addition, the node size is also determined by firstly
distinguishing between political and user nodes. The size of the
political nodes is modified based on the number of followers they
have, i.e., political nodes with a higher in-degree present a larger
size than political nodes with a lower in-degree. On the other
hand, the size of the user nodes will be larger when these nodes
group together more individuals.

Regarding the information of each node, the visualisation of
the graph also involves showing the data related to each political
node such as the name of the political party or the photograph
of the politician. This could be useful, for instance, to rapidly
distinguish if nodes of different political parties belongs to the
same community or in which position of the political scenario
(the calculated graph) they are located.

After establishing the appearance of the whole network, a
layout algorithm should be applied for drawing the graph in
an aesthetically way as well as differentiating the communities
within the graph.

Their purpose is to position the nodes of a graph in a two-di-
mensional space so that all the edges are of more or less equal
length and there are as few crossing edges as possible. This is
done by assigning forces among the set of edges and the set of
nodes, based on their relative positions, and then using these
forces either to simulate the motion of the edges and nodes or to
minimize their energy [3].

The considered layout-graph algorithms for modelling the
shape of the graph are the following:

• ForceAtlas2 [18]: This algorithm handles large networks
while keeping a very good quality. Nodes repulsion is
approximated with a simulation, which therefore reduces
the algorithm complexity.

• OpenOrd [23]: This algorithm aims to better distinguish
clusters via a simulated annealing type schedule. Long
edges are cut to allow clusters to separate.



2.4 Analysis and Additional visualisation
In addition to the Gephi [6] analysis of the graph, a web-based
platform has been developed with the aim of performing interac-
tions on the graph previously built. This web, based on Node.js
[13], provides navigation options such as pan or scroll through
the data in order to drill-down and access details of each part of
the graph. Selecting and zooming can be used to facilitate quick
and interactive exploration of data in order to see connections
between nodes and communities. Smooth zooming is used in
order to explore a region of interest.

Furthermore, it could be possible to visualise statistics related
to a set of connected nodes by selecting a particular node. This
analysis is based on the following.

As it has been stated in Subsection 2.1, the initial users associ-
ated to the followers of the studied politicians have been analysed
also with respect to which political party or parties are they in-
terested in, obtaining a political profile for more than 4 million
of users for the ten selected parties. Furthermore, an automatic
daily process has been designed to download every tweet that
mentions the leaders and official accounts of the main six politi-
cal parties (PSOE, PP, VOX, Unidas Podemos, Ciudadanos, Más
País). Once this information is processed as well, it is possible
to merge both datasets in order to obtain valuable information,
being able to analyse, in a daily basis, the profile of the authors
of every downloaded message.

Thus, it is possible to analyse, for each party, what are the
political profiles that speak the most about it. Inversely, the most
common political targets of the messages generated by a given
profile can be obtained as well.

This information is generated every day, so it is possible to
obtain temporal series associated to each political party with
respect to both aspects: the profile of those who speak about
them, and the profile of those who they speak about. This eases
the visualisation of such information, being able to get a global
image and evolution of the opinion involving each party in both
directions.

3 APPLICATION DEVELOPMENT
All the experiments have been performed on an Comet Lake
i7-10710u CPU 1100 MHz, with 32 GB RAM and a GEFORCE
GTX1650 MAX-Q graphic card, running Ubuntu 18.04.3 LTS.

3.1 Data Collection and Processing
The data extraction process using the Twitter API is conducted
with the statistical programming language R, which provides a
package developed to apply the different functionalities of the
Twitter API (rtweet) [20], after obtaining a mandatory API key.
Twitter API is free, although it has volume restrictions by period
of time, so once this limit is reached, the download is stopped for
about 15 minutes. However, there are no restrictions concerning
the total downloadable volume, so it is possible to obtain the
required information.

The 96 political accounts distributed in ten parties as stated
in Table 1, have been studied by extracting all the users that fol-
low each of the these accounts. As a result, a total of 23.305.485
connections (edges of the graph), corresponding to 6.241.682
unique users (nodes of the graph) have been obtained. This in-
formation has been stored in a MongoDB database, as well as
every additional information generated from this initial dataset.
Consequently, two tables have been generated and stored in the
database, where the first one describes the different nodes with

their respective node sizes, and the second one describes the
directed edges that connect these nodes.

As it has been aforementioned, a simplification of this data is
designed, grouping followers in clusters with the same pattern
with respect to what politicians they follow. This simplification
leads to a nodes table with 124.377 entries, and an edges table with
898.309 rows. It should be noted that this simplification does not
imply removal of information, as the individual data of each user
is not relevant for this paper’s purposes. However, this data has
many negligible nodes due to their small size, so a filter has been
applied, removing those whose node size is less or equal than 100.
After that, the size of the nodes and edges tables are considerably
reduced to 2.863 and 12.291, respectively. These removed clusters
are representative of such a small portion of individuals (less
than 100 users in a population of over 6 million), that the vast
visualisation improvement makes up for the information loss.
This process allows a better visualisation, as such a large number
of nodes and edges would lead to a hard to interpret graph with
insignificant noise.

On the other hand, the parallel process to obtain political
profiles has been also applied. With this process, 4.567.607 ac-
counts have been identified with real interest in at least one of
the studied political parties. In Table 2, a summary of these users
is provided, with a list of the total number of individuals that
have been identified as interested in each political party.

Table 2: Number of users identified as interested in each
political party

Political party Number of interested users
PSOE 843.226
PP 553.048
VOX 300.569

Unidas Podemos 2.332.736
Ciudadanos 885.340
Más País 521.249
ERC 671.540

Junts Per Catalunya 203.204
PNV 16.908

EH Bildu 41.466

Note that the sum of these values is greater than the previous
number of analysed accounts, as many of them show interest
in more than one party simultaneously. Particularly, the three
most common combinations are PSOE&Unidas Podemos, Unidas
Podemos &Más País and ERC& Junts Per Catalunyawith 310.527,
187.417 and 161.408 occurrences, respectively. These pairs are
coherent, given that the ones that compose the first two pairs are
the most voted national left wing political parties, and that ERC
and Junts Per Catalunya are both in favour of the independence
of Catalonia.

Additionally, as it has been previously explained, tweets men-
tioning the accounts of the six political national parties and their
respective leaders are downloaded daily. This process has been
started in January of 2019, and up to November of 2019, the total
of downloaded messages is over 15 million tweets, with about
50.000 tweets downloaded every day in average.

3.2 Experimental Design for the Application
First of all, experiments have been carried out in order to compute
several centrality measures of the initial graph. In particular, the



computed metrics were the average degree, the graph density and
the number of connected components. Secondly, the performance
of the two community detection algorithms: Louvain [9] and
Leiden [35] was tested. The method with the best behaviour in
terms of modularity was selected. The selected configuration for
these two methods was resolution equal to 0.01, 10 iterations and
random seed for initializing the algorithms.

In order to improve the representation of the graph with its
corresponding communities, an adjustment in colour and size
was done as previously explained in Subsection 2.3. Regarding
the configuration, the size values were ranging between 10 and
200, where 10 corresponds to the minimum size and 200 to the
maximum one.

Following these tasks, ForceAtlas2 [18] and OpenOrd [23]
layout algorithms were consecutively combined to customize
the network in order to improve its visualisation. The initial
parameters for ForceAtlas2 were shown in Table 3. On the other
hand, the OpenOrd algorithm was set with an edge cut of 0.95
(a higher cutting means a more clustered result), a number of
iterations of 250 and random seed.

After this, a set of centralitymeasures was computed for giving
insights about the connections and relationships between commu-
nities: in-degree, out-degree, Betweeness Centrality, Closeness
Centrality and Eigenvector Centrality [19].

Table 3: ForceAtlas2 initial configuration

Parameter Value
Threads number 8

Tolerance 0.9
Approximate repulsion yes

Approximation 1.2
Scaling 1.5

Stronger gravity no
Gravity 1.0

Dissuade hubs no
LinLog mode no

Prevent overlap yes
Edge weight influence 1.0

Finally, the parameters of both the resulting graph and the
layout were saved in a JSON file with the aim of exporting it to the
web application based on Node.js [13]. This front-end constitutes
a web platform for allowing different actions on the graph like
visualisation, zoom navigation and additional data analysis of
the relevant nodes by means of the interaction with them.

3.3 Results
Regarding the metrics that calculate the network properties as
a whole, the obtained results were the following. For the graph
density, the valuewas equal to 0.003. Closely related to the density
of the graph is the average degree. The value obtained for this
metric was 3.24, i.e., the average number of edges connected to
a node. Finally, the number of strongly connected components
were nine, being each component a maximal strongly connected
subgraph.

Table 4 shows the results achieved by the community detection
algorithms. Both methods obtain nine significant communities
inside the network, while the Leiden algorithm outperforms the
Louvain method in a 0.6%. These results are consistent with the
fact that the number of strongly connected components is the

Table 4: Results of the community detection algorithms

Algorithm Nº clusters Modularity
Louvain 9 0.990
Leiden 9 0.996

same than the number of communities obtained by the tested
algorithms.

In particular, the characteristics of the obtained clusters can
be summarized as follows. On the one hand, a significant cluster
that groups together the regionalist parties from Catalonia with
their followers was detected. On the other hand, the algorithm
identified two different clusters composed by regionalist parties
from Basque Country and followers. The VOX party accounts
and its followers, were represented in a fourth community, which
appears clearly separated from the other groups. In another clus-
ter, some political accounts from Más País and Unidas Podemos
leaders were classified. However, followers and other political
accounts of these latter parties were also identified in another
community, closer to regionalist parties. Regarding the national
parties, the main leaders and political accounts of Ciudadanos
and PP were group together. Additionally, the current socialist
president and other accounts from PSOE composed the eight
cluster. Finally, the algorithm differentiated in a separate and cen-
tral community, the Spanish ex-president from the PP party as
well as the PP and PSOE official Twitter accounts and significant
politicians from these two parties.

With respect to the centrality metrics, four different options
have been considered: in-degree (number of adjacent incoming
edges to each node), Closeness (steps required to access every
other node), Betweeness (based on the number of shortest paths
between nodes that pass through a particular node) and Eigen-
vector Centrality (connection to well-connected nodes), These
measures have been obtained for every political node that has at
least a connection with two clusters. In order to aggregate that
information, given the heterogeneous scale, a ranking has been
generated for each node, with greater score to the ones with the
better values. The sum of such values defined the final rank of
these nodes. The most connected nodes are the ones shown in
Table 5.

Table 5: Best political nodes with respect to the centrality
metrics

Rank Account Party Score
1 @Pablo_Iglesias_ Unidas Podemos 352
2 @Albert_Rivera Ciudadanos 345
3 @ahorapodemos Unidas Podemos 342
4 @ManuelaCarmena Más País 335
5 @sanchezcastejon PSOE 335
6 @agarzon Unidas Podemos 334
7 @marianorajoy PP 332
8 @KRLS Junts Per Catalunya 326
9 @ierrejon Más País 322
10 @PSOE PSOE 314
11 @gabrielrufian ERC 313
... ... ... ...
20 @vox_es VOX 270
33 @ArnaldoOtegi EH Bildu 213
47 @eajpnv PNV 167



Figure 2: From left to right evolution of graph visualisation: initial and in-progress layout options

These results show that the nodes with the best centrality
trade-off are coped by accounts from Unidas Podemos (1st, 3rd,
6th), while parties like VOX, EH Bildu and PNV get their first
account in that ranking in the positions 20st, 33th and 47th, re-
spectively.

Additionally, the visualisation of the graph by using ForceAt-
las2 [18] and OpenOrd [23] obtained a set of representations
depicted in Figure 2. The final layout was selected for being
saved and represented on the web platform.

In Figure 3, a screenshot of the most dense part of the graph
from the aforementioned web tool is presented. It is possible to
spot a group of political nodes corresponding to parties in favour
of the independence of Catalonia (ERC, Junts Per Catalunya), as
well as the national party VOX isolated from the rest. The other
national parties are all together in the centre of the graph, al-
though with more closeness between those with more ideological
similarities.

Figure 4 presents the additional graphics that show up once
a political node is selected in the interactive graph. The first
one provides information about the messages written by the
followers of the selected party. The second one represents the
share of opinion directed to that party with respect to the political
profile of their authors.

4 CONCLUSIONS
A methodology has been proposed to obtain valuable political
information from Twitter. Particularly, the Spanish scenario has
been considered, taking into account the second general election
of 2019, motivated by the changing political situation, where in
five years the system went from bipartisan to multi-party with
six national parties and several regionalist ones.

This analysis is twofold. Firstly, several political accounts from
the ten main political parties have been selected, and their fol-
lowers have been obtained through the official Twitter API. This
information, after the necessary processing, is treated as node
and edge data, and as a consequence, a proper graph analysis and
visualisation is provided. Secondly, tweets mentioning the official
accounts of the main six national parties and their respective
leaders are downloaded in a daily basis. These tweets are charac-
terised with respect to the political profile of their authors with
the data generated by the followers information. Consequently,
it is possible to determine for each party, whose followers are

speaking about it, and what party are its followers talking about
as well.

All the obtained visual representations have been merged into
one in a website designed to that use. Thus, a graph showing the
political nodes, the clusters, their connections and the generated
communities, is presented interactively. Additionally, once a po-
litical node is selected, time series are shown with respect to the
opinion from and to that party.

It is possible to draw important conclusions from this analysis,
such as the political communities where most accounts from the
same party are set together despite the system not knowing the
corresponding political party, as well as the closeness between
parties that share some common ideology. Additionally, opinion
analysis shows the existence of parties whose followers generate
a great share of the content directed to this particular party.

Particularly, the resulting graph shows that the Catalonian
parties (ERC, Junts Per Catalunya) are in the same cluster taking
into account their common ideology regarding Catalonia inde-
pendence. VOX is also isolated from the others, showing their
auto-connection and lack of interaction with the others. The rest
of national parties (PSOE, PP, Unidas Podemos, Ciudadanos, Más
País) are together, but with visible closeness of those with more
ideological similarities.

Future work leads to enrich the additional information pro-
vided about each party interactively in the graph along with the
opinion time series, using the Twitter profile information of each
analysed user. Additionally, new lines of analysis of politics in
Twitter are to be considered, which can complement the already
developed ones.
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