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Abstract

[Context and motivation] Recent works have shown that require-
ments methods for ASD still neglect non-functional requirements. Par-
ticularly, privacy has become a top concern due to the recent regula-
tory demands. [Problem] The literature reports the need for methods
to deal with privacy since the beginning of the software development.
[Principal ideas/results] This thesis explores the state-of-art and
state-of-practice of privacy in Requirements Engineering and aims at
providing a method to guide the privacy requirements specification in
ASD. [Research Method] This research is organized into four steps.
First, a systematic literature review to identify the privacy related con-
cepts. Second, a case study and survey with software developers to un-
derstand how they deal with privacy in ASD. Third, the creation of the
approach called Privacy Criteria Method (PCM). Fourth, the evalua-
tion through scenarios, a controlled experiment, and a case study with
ASD experts. [Contribution] Partial results have shown that PCM
produces good quality specifications.

1 Introduction

Nowadays, most of the information is digitalized and can reveal large quantities of users’ personal information.
This information is sometimes used for other purposes than initially intended by its owner, leading to a privacy
breach [VDSM14]. Users’ privacy can be defined as the right to determine when, how and to what disclose
information about them is communicated to others [KKG08]. In this scenario, defining and analyzing which
personal information should or should not be private is a concern that needs to be part of the development of a
software system [DFF14].

Problem. Recent studies in Requirements Engineering (RE) have evidenced the broad adoption of Agile
Software Development (ASD), as it proposes minimizing development challenges through short iterations, quick
feedback, and active stakeholders [AGH11]. However, in ASD, RE is a relatively recent topic and it is not
completely explored and understood [CNMR18]. In addition, non-functional requirements (NFRs) are usually
neglected or receive a weak treatment in ASD [W+19]. Gharib et al. [GGM17] state that privacy violations
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can be avoided if privacy requirements are properly discovered during early phases of software development.
Omitting these privacy requirements can affect users’ privacy, and, consequently may have an impact on how
well a system is adopted [TBPN14].

Nonetheless, privacy is a multifaceted concept, as well as it can often be vague and elusive. It comes in
many forms, relating to what one wishes to keep private [KKG08, GGM17]. Aligning software to meet privacy
requirements is a challenging task, because there is still no unified vision in the engineering of privacy requirements
[Bec12]. This has resulted in much confusion among designers and stakeholders, and has led in turn to wrong
design decisions [GGM17]. Moreover, many developers do not have sufficient knowledge and understanding about
privacy, nor do they sufficiently know on how to develop software with privacy [HHA+18].

Goal. Motivated by this scenario, the main goal of this thesis is to provide a requirements specification
method to guide developers to deal with privacy issues in the context of ASD. Therefore, we seek to answer the
following Research Questions (RQs):

RQ1- How Requirements Engineering approaches address privacy specification?

RQ2- How agile developers address privacy in their daily work?

RQ3- How to specify privacy requirements in agile software development?

The rest of this paper is structured as follows. Section 2 presents the research method. Section 3 describes
the proposed solution. Section 4 presents the threats to validity. Section 5 compares our proposal and related
work. And, finally, Section 6 concludes with the research progress.

2 Research Method

After defining the RQs (Section 1), the next step is to identify what the research considers as empirical truth.
The chosen philosophical stance affects which methods lead to acceptable evidence in response to the research
question [ESSD08]. The philosophical stance of this research is positivist, which corresponds to the belief that
scientific knowledge is built gradually from verifiable observations and inferences based on them [ESSD08].

In the research context, a method is a set of organizing principles around which empirical data are obtained
and analyzed. A variety of methods can be applied to the research question, and it is often necessary to use a
combination of methods to fully understand the problem studied [ESSD08]. Therefore, to achieve the main goal
of this research, the four phases for conducting studies (informational, analytical, propositional, and evaluative),
proposed by Glass [Gla95] are used. The research methodology we follow is presented below, indicating the
artifacts produced.

Informational phase - It is concerned with gathering information via reflection. We concentrate on this phase
to develop a Systematic Literature Review (SLR). The intent of the SLR was to collect an overview of how
privacy concepts and their relationships are addressed. However, to the best of our knowledge, no requirement
specification technique is specific to the privacy domain. Therefore, we decided to focus the SLR on modeling
languages. Also, Kalloniatis et al. [KKG09] attest that privacy requirements can be specified through models.
The SLR result is a catalog of privacy related concepts extracted from the papers [PSMA20].

Analytical phase - It is concerned with analyzing and exploring a proposition, leading to a demonstration
and/or formulation of a principle or theory. We concentrate on this phase to develop four exploratory studies:
i) First Study: Survey with privacy experts to validate the concepts found in our SLR. This study results
in a conceptual model of privacy related concepts. ii) Second Study: Analysis of a standard, a regulation,
guidelines and other bibliographical sources related to privacy concepts, which we did not capture in SLR. This
study results in a set of 12 privacy specification capabilities that should be supported during the requirements
specification of privacy-sensitive systems [PS18]. iii) Third Study: A grounded theory study aimed at capturing
the understanding of privacy by 13 agile developers [PFC+20]. The third study was developed, based on a
replication of Hadar et al. [HHA+18], according to the Grounded Theory procedures of Strauss and Corbin
[SC98], and in light of Social Cognitive Theory (SCT) (Personal, behavioral, and environmental factors) [Ban86].
iv) Fourth Study: A survey study also aims to capture the understanding of privacy by agile developers. It is
based on the procedures indicated by Pfleeger and Kitchenham [PK01], Ciolkowski et al. [CLVB03], and in light
of SCT [Ban86]. Our survey study takes place through a web questionnaire. These studies (iii and iv) result in
an understanding of how agile developers deal with privacy.

Propositional phase - It is concerned with proposing and/or formulating a hypothesis, method or algorithm,
model, theory, or solution. The focus of this phase is to develop Privacy Criteria Method (PCM) and its tool
[PSL+19], properly explained in Section 3.



Evaluative phase - It is concerned with evaluating a proposition or analytic finding, by means of experimen-
tation (controlled) or observation (uncontrolled, such as a case study or protocol analysis), perhaps leading to a
substantiated model, principle, or theory. We concentrate on this phase to evaluate PCM through: i) a controlled
experiment with master students; [PSA+]; ii) illustrative scenarios of a health care system; and iii) a case study
with agile experts.

We are conducting the case study research in 5 steps. In the first step, we collect information about partic-
ipants’ profile how they deal with privacy in their daily (pré-questionnaire). In the second step, we present a
seminar on privacy requirements and the PCM approach (presentation). In the third step, we exemplify PCM
and the PCM Tool in a task (Core part) of a real example of the company presented by the participants. In the
fourth step, we ask participants to answer about PCM (post-questionnaire) and, then, in the last step, we open
for discussion. We expect to answer the following Case Study RQs:

CS-RQ1: Does PCM sufficiently cover the privacy concerns present in software development?
CS-RQ2: Is PCM useful for software development?
CS-RQ3: Is PCM applicable to software development?
CS-RQ4: What are the PCM-related improvements and complaints from the practitioners’ point of view?
CS-RQ5: Is PCM scalable in software development?
We will consider the following metrics: PCM Coverage, Usefulness, Scalability, and Applicability. We will

perform the data analysis regarding the materials produced in the data collection (questionnaires, researcher’s
notes, and task materials). For this, we will use the Grounded Theory coding procedures, indicated by Strauss
and Corbin [SC98]. For the closed questions of the questionnaires, we will provide a descriptive statistical analysis
of frequencies and percentages.

3 Proposed Solution

Research Questions 1 and 2 were developed to support the answer to RQ3 (Section 1). Therefore, to answer RQ3,
we are developing PCM, a method to guide agile software developers in specifying privacy requirements. PCM
can be used in conjunction with any requirements specification technique, such as user stories that is widely used
in ASD.

PCM can be used when the agile development team is performing the requirements specification activity, that
can occur throughout the software development process. If the requirement to be specified involves the use,
collection, retention, or disclosure of personal information, it is also necessary to initiate the specification with
PCM. Otherwise, specification is concluded. We are also enhancing the PCM tool to facilitate PCM use. The
first version of the tool, the catalog of privacy related concepts and the illustrative scenarios of a health care
system are available at: http://privacy-criteria.herokuapp.com/.

The PCM template is shown in Fig. 1. It is composed of the following fields:
1 - Basic Information Specification;
2- Actors Specification: actors involved in that specific requirement (Owner/Controller; Processor; and Third

Party);
3- Trust Relation of Actors Specification: the relationship that shows the trust between actors regarding

information disclosure;
4- Personal Information Specification: all personal information related to the specific requirement. Each

personal information should be classified in one of the following types: Private Information; Public Information;
or Semi-Public Information;

5- Purpose of Task Context Specification: the purpose of each personal information;
6- Privacy Constraint Specification: the Privacy Preference; and Privacy Compliance/Policy;
7- Risk Scenario Specification: a risk scenario refers to the specification of potential vulnerability that can be

exploited by potential threat and, together, should cause potential harm;
8- Privacy Mechanism(s) Specification: the mechanism that can be used to mitigate the identified privacy

risk scenario or meet the privacy constraints.

4 Threats to Validity

We declared threats to validity of each study carried out in the steps described in the method (Section 2)
[PS18, PSA+, PFC+20]. Therefore, in this section we will focus on reporting threats to validity of the case
study.



Figure 1: PCM Specification Template.

Therefore, we consider the indications provided by Runeson and Höst [RH09]. Construct validity reflects
the extent to which operational measures represent what the researcher has in mind and what is investigated
according to the RQs. As we considered in a previous study [PFC+20], in our case study, we will mitigate this
threat by ensuring the anonymity of participants and companies. Besides that, before the case study meetings,
we send material to the companies inviting and explaining how the study will take place. In addition, we will
consider this validity as we intend to present and discuss the results with participants.

Internal validity considers whether there are other factors that influence the results. We will consider this
type of threat, by ensuring the diversity of the sample, composed of individuals with different roles/years of
experience and from companies of different sizes/domains.

External validity is concerned with to what extent it is possible to generalize the results. In the current
moment, we cannot assure the results can be generalized because we will perform the qualitative study with few
participants. However, we believe that the results possibly can represent the point of view of a development
team, since we will collect data from different companies and different roles.

Reliability is concerned with to what extent the data and the analysis are dependent on the specific re-
searchers. To consider this threat, we are following a clear method, and we are conducting several rounds of
discussion among researchers with extensive experience. In addition, the case study meetings and data analysis
will be carried out by more than one researcher.

5 Related Work

A number of RE approaches have been proposed to deal with privacy issues. For example, Bijwe and Mead [BM10]
present the Privacy SQUARE method that adapts a security requirements engineering process to identify privacy
requirements. Deng et al. [D+11] provide the LINDDUN Method, which is based on a privacy threat analysis
framework to elicit the privacy requirements of software and select privacy-enhancing technologies accordingly.
However, the methods were not created for the ASD context.

Gharib et al. [GGM17] present an ontology for privacy requirements as a mean to conceptualize such require-
ments in their social and organizational context. Although presenting an ontology, the authors did not conduct
a study to indicate how privacy requirements specification can be performed.

Approaches focused on privacy requirements modeling languages were proposed by Labda et al. [LMS14]
and Pullonen et al. [PMB17] which extended the Business Process Model and Notation (BPMN) to incorporate
visual constructs for modeling privacy requirements. However, these extensions can capture only a few privacy
concepts and were not evaluated in the ASD context.

Moreover, three works propose RE approaches to specify requirements focused on privacy. For example, Ayala-
Rivera and Pasquale [ARP18] propose GuideMe, a 6-step approach that supports elicitation of requirements that
trace obligations of the (General Data Protection Regulation (GDPR) [GDP18] to the privacy controls that fulfill
these obligations and should be implemented in a software system for ensuring compliance. Mai et al. [Mea18]



provide a method that supports the specification of security and privacy requirements with Use Cases. The
authors consider privacy as a security requirement. In this sense, treating privacy as a security requirement
can be problematic because despite the overlap between requirements engineering for privacy and security, each
one addresses a different set of problems. Viitaniemi [Vii17] deals with privacy in ASD through the privacy by
design paradigm, which is the idea that privacy issues should be considered from the early stages of software
design. The work presents how to adhere to privacy by design in an agile methodology but it doesn’t provide any
method to support RE activities. From the analysis of these related works, we noticed that although they are
concerned with privacy, only one was used in the context of ASD but it does not support privacy requirements
specification. In addition, none of these three was empirically evaluated.

6 Progress

This research is in its final year. It is important to note that the Informational phase has already been completed.
In the Analytical phase, the first three exploratory studies have already been concluded: (i) survey with 9 privacy
experts to validate the privacy related concepts identified in the SLR, (ii) analysis of privacy related standards
and guidelines to increase the privacy catalog, and (iii) grounded theory with 13 developers to understand how
they deal with privacy in ASD. The exploratory study (iv) is in progress as the pilot of the survey has been applied
and the final version of the survey will be distributed thought the internet soon. Regarding the Propositional
phase, PCM is being evolved as well as its tool support.

In relation to the Evaluative phase, the controlled experiment (34 master’s degree students) was already
performed, the illustrative scenarios are finalized, but the case study with ASD experts is still in progress, as
visits to companies have just started.

Partial evaluation results, by means of the controlled experiment, have shown that PCM produces good quality
specifications, as well as using PCM helps the participants to focus more on privacy requirements specification.
Initial results from the case study indicate that some developers believe PCM can be incorporated into their
software development process.

We performed the experiment only with master’s students, although they have some experience in the industry,
we were able to confirm the results only for our sample. Concerning the case study, we are leading with the most
different types of roles involved in software development (developer, manager, tester, design, among others).
Therefore, despite the results of the experiment and the case study show promise, at this point in the research,
we cannot attest that the results can be generalized.

Finally, we are using a rigorous research method to contribute to the RE area, by providing an approach that
can be able to guide agile developers, who often have no experience and no knowledge of privacy, to consider
privacy from the beginning of software development.
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