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Abstract. This article proposes an approach to analyze the behavior of
groups of people and shows how to predict person location for the next month.
The clustering algorithms were used in this research. Also was inspected the
problem of finding associative rules. We used scalable Apriori algorithms to
find the best rules. For analysis, we used the standard mixtend library to aggre-
gate data by cluster, user login, and time. In this article we explored apriori and
k-means clustering algorithms to get user behavior analysis template. In the
process, we looked at the problem of finding associative rules that were able to
find and describe patterns in large datasets. We used scalable Apriori algo-
rithms to find the best rules. For analysis, we used the standard mixtend library
to aggregate data by cluster, user login, and time. While working, we were
faced with the problem of inaccuracy and inconsistency of data with real condi-
tions, and were forced to reduce the minimum support for associative rules.

Keywords: Preprocessing, clustering, associative rules, Apriori algorithm.

1 Introduction

Nowadays, information technologies offer lots of opportunities for communication
and social networking. Such partial isolation is a huge problem for establishing socio-
communicative relationships between people. One way to partially solve this problem
is to use the meet city. This application uses geolocation and artificial intelligence
methods to predict and recommend meetings. For example, if you desire to talk to a
similar-interest person during your lunch, this application will help [1-3].

To solve the problems described above we should use machine learning technolo-
gies. We propose to use clustering and associative rules. While working, we have
formed a pattern of finding algorithms and patterns of behavior of people or groups of
people united by common interests [8, 13].
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2 Statement of the problem

To begin the analysis, we select the following data (Fig.1):
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Fig. 1. Meetcity application input

First of all, we need to vectorize (binarize) the text data of the PlaceName field in
order to be able to apply clustering using the LabelBinarizer class from the standard
sklearn library [5, 6]. As a result, we obtain text format data (list) that returns the
compatibility matrix of given element.

from sklearn.preprocessing import LabelBinarizer

encoder= LabelBinarizer ()

encoder.fit (df['PlaceName'])
data=encoder.transform(df['PlaceName'])
dfl = pd.DataFrame (data)

Latitude |Longitude] 0 t | 2 | 5 | & | & 6 7 8

49,81963 24,013% 0 0 1 0 0 0 0 0
49,8179 2401541 0 0 0 0 0 1 0 0 0
5493593 8319654 0 1 o 0 0 0 0 )
5403592 83,19669 0 0 0 0 1 0 0 0 0
5497668 B3,04516 0 0 0 0 0 0 0 0 1
5493592 83,19669 0 0 0 0 0 0 0 1 0
5493502 B3,19569 1 0 0 ) 0 0 0 0 )
5485461 83,11102 0 0 0 0 0 0 1 0 0
54,5082 8309263 0 0 1 o 0 0 0 0 0
54 85466 83,11106 0 0 0 1 0 0 0 0 0
5485484 83,11109 0 0 1 0 0 0 0 0 0
54 86953 83,09487 0 0 0 0 V] 1 0 0 4]
5485084 B3,09783 0 1 0 0 0 0 0 0 )
5493565 83,19666 0 0 0 0 1 0 0 0 0
54,9943 82,87084 0 0 0 0 0 0 0 0 1
5493565 83,19666 0 0 0 0 0 0 0 1 0
5493592 B83,19645 1 0 0 0 0 0 0 0 0
5486259 8300817 0 0 0 0 0 0 1 0 0
5493509 83,19643 0 0 1 0 0 0 0 0 )
5494531 83,18996 1 0 0 0 0 0 0 0 0
5485447 B83,11037 0 0 0 0 0 0 1 0 0
5485061 83,0668 0 0 1 0 0 0 0 0 0
5493589  B3,1965 0 0 0 1 0 0 0 0 )
5485448 8311044 0 0 1 0 0 0 0 0 0
5485584 83,11205 0 1 0 0 0 0 0 0 0

Fig. 2. Results of binarization of meetcity application data



In Fig.2 columns from O to 8 are vectors in multidimensional space. A value of 1
in these columns belongs to a particular value of the previous Placename field for a
concrete type.

Since the k-means algorithm is unstable to anomalies, the data must first be nor-
malized. To do this, we should apply the MinMax Scaling method which moves all
points of space to the limit [0,1].
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To do this, we will use the Normalizer class from the sklearn library from

sklearn.preprocessing import Normalizer
scaler= Normalizer ()
scaler.fit (df1l)
scaled df=scaler.transform(dfl)
dfl= pd.DataFrame (scaled df)
As a result of using of the Normalizer class, we obtain the output data of the pre-

ina function (Fia.
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2 Afanasy | 1078736 3083825 0006085 0,008463 0,003343 0002220 0 0 0 0 0,020079
3 Anastasia] 1067644 2980301 0 0002866 002007 0 0 0 0 0,007164 0,005738
4 Anatoly | 1,73155 2622649 0004302 0 0001435 0011471 0005738 0 0 0,005738 0,000866
S Andriy | 2430502 3522298 0005731 0 0018648 0 0 0005738 01621 0 0
6 Anton | 2343627 3,229045 0 0 0014166 000678 0,020067 0 0,005731 a 0
7 Antonina| 242582 349058 000921 0020076 0010547 0006587 o 0 0 0 0
8 Bors | 240508 3325081 0 0 0001255 0012562 0,008666 0 0,005276 0,015056 g
o Daryna | 2203472 3338128 0 0 0025104 0 0 0 0,015063 0 a
10 Denys | 2024071 3057154 0 0016716 0013924 0,006687 0 0 0 0 0
11 Dmytry | 2203886 3337855 0 0 001003 001330 0 0016718 0 0 0
12 Evgen | 1836428 278164 0 0 0 0013389 001003 001003 0 0 0
13 Ganna | 213485 3233655 0 0 0012538 0 0 0015063 000251 0,003764 0,005017
14 Gennady| 1652475 2,503681 0 030124 0 0 0 0 0 0 0
15 Georgy | 2,203296 37338244 0 0 0 0 0040166 0 0 0 0
16 Glib | 2754128 4178 0 0 0 0 0 0 0 0 0,050208
17 Ohg | 2754546 4172524 0025075 0 0 0 o 0 0025104 0 0
18 Olga | 1984568 300336 0,008042 0 0020077 0 o 0 0 0,008026 0
19 Roman | 1947138 2779741 0,008024 0 0 0014052 0 0 0,006024 0,000492 0
20 Sofia | 226375 2225007 0007522 0 0007522 0 0 001356 0 0 0013867
21 Valentin | 2276551 3281191 0,008024 0 0010034 0,009292 0 0 0,016067 0 0
22 Valery | 1744073 2681388 001003 0 001003 D 0002141 0 0 0,010043 0
23 Vaovara | 2,093683 3170963 0 0 0008031 0 o 0 001003 O 002006
M Victor | 2610361 3962214 0012578 0 D 0010032 o 0 0012552 0012552 0
25 Visly | 1762093 25703 0,014051 0 0012043 0 o 0 0006021 0 0
26 Volodymid 2313453 3505162 0 0010041 001003 0,004012 0 0 0,015058 0 0
2 max | 213208 33720753 0 0 0 0,008025 0012537 0 0,020071 0 0

Fig. 3. Output data of the preprocessing function

In Fig. 3. we received data as a result of normalization and grouping by the value
of login (Fig. 2). Columns 0-10 are measurements of multidimensional space, and



data is a reflection of vectors in them. All data should be normalized using the
MinMax Scaling method [12-15].

In order for the system to be dynamic and allow users to change their behavior
and, as a consequence, to move to other clusters, their number should be determined
automatically. For this purpose it is necessary to cluster on n different quantities of
clusters, and then to find the point of inflection of the function of dispersion, which is
"elbow". This number will be the optimal number of clusters at the moment [4, 7].

An alternative to the reproduction of the “elbow” dispersion function is the use of
gap statistics [6-8], which are generated on the basis of resampling and Monte Carlo
simulation procedures.

Let E#n{log(W )} mean an estimate of the average dispersion Wk obtained by
the bootstrap method when k clusters are generated by random sets of objects from an
input sample of size n. Then the statistic Gapn(k)=E{n{log(W #k)}-log(Wk) determines
the deviation of the observed dispersion Wk from its expected value, provided that the
null hypothesis holds that the input data form only one cluster.

To do this, we cluster the data into different number of clusters, find the dispersion

and find the point of inflection by the “elbow” method.
def clasternumber (dfl):
# find number of clusters
cluster range = range(1l, 10)
cluster_ errors = []

for num clusters in cluster_range:

clusters = KMeans (num_clusters)
clusters.fit (dfl)
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Fig. 4. Dispersion for n clusters

Find the inflection point of the function. It corresponds to the number of clusters
4. Therefore, the given dataset must be divided into 4 clusters for best results.



Clustering - grouping objects based on the similarity of their properties, so that
each cluster consists of similar objects, and the objects of different clusters differ
significantly [12-18]. Clustering helps us understand natural grouping or data struc-
ture. The purpose of clustering is to determine the internal grouping of multiple unla-
beled data segments. With the help of clustering we can solve the following problems
of data analysis: search and discovery of knowledge, grouping and recognition of
objects: search for representatives of homogeneous groups (reducing the dimensional-
ity of data), search for natural clusters and description of their unknown properties,
search for useful and appropriate grouping, search for unusual objects. (detection of
emissions) [2, 19].

Unlike hierarchical methods, when clusters are built up step by step, split cluster-
ing methods examine all segments at once. In doing so, they either attempt to identify
clusters by iteratively moving points between subsets, or to identify clusters as areas
that are densely filled with objects. The first kind of algorithms belong to partitioning
methods with movement (partitioning relocation clustering). They, in turn, are divided
into probabilistic, k-means and k-medoids methods, and concentrate on adjusting
points to corresponding clusters, with a tendency to construct spherical segments. The
second type separation algorithms belong to the group of density-based partitioning
methods. They try to identify dense cohesive data components that are flexible in
terms of their shape. This group is less sensitive to emissions and may find irregular
clusters [6-10].

Separating moving clustering methods have several advantages: linear complexity
of the algorithm; relative scalability and simplicity; good fit to data with compact,
well-separated spherical clusters. The disadvantages include: a significant decrease in
performance on high-dimensional data; the need to indicate the number of clusters in
advance; sensitivity to initialization, noise and emissions; possibility to get to local
optima’s; inability to cope with clusters of different shapes and densities [11, 14, 16].

To divide users into clusters, you need to use the k-means algorithm, and then ap-
ply the resulting data to the Apriori algorithm to obtain user behavior patterns [1, 15].

The principle of the k-means algorithm is to find the following cluster centers and
sets of elements of each cluster in the presence of some function F(°), which express-
es the quality of the current division of the set into k clusters, when the total quadratic
deviation of the cluster elements from the centers of these clusters is smallest:

V=Y S, - ) 2

i=1 x;€S;

Where k — cluster amount, S; — obtained clusters, i =1, 2, ... , k, u - vectors™ center
of mass, x; ¢ S;.

{\displaystyle V=\sum _{i=1}"{k}\sum _{x_{j}\in S_{i}}(x_{j}-\mu
_{iy)~{2}}

At first step of the k-means algorithm, we select the cluster centers arbitrarily.
Then, for each element of the set, we calculate the distance from the centers and at-
tach each element to the cluster. For each of the obtained cluster, we calculate new



value of the center, trying to minimize the function F (°). After that the procedure of
redistributing the elements between the clusters is repeated.
Algorithm of Clustering using the k-means scheme:
e select k information points as cluster centers until the process of changing
cluster centers is completed;

e compose each information point with a cluster whose distance to the center is
minimal;
e ensure that each cluster contains at least one point. To do this, each empty

cluster must be supplemented by an arbitrary point located "far" from the cen-
ter of the cluster;

o replace the center of each cluster with the mean value of the cluster elements;

The main advantages of the k-means method are its simplicity and speed of execu-
tion. The k-means method is more convenient for clustering large numbers of obser-
vations than the method of hierarchical cluster analysis (in which the dendrograms
become overloaded and lose clarity).

One of the disadvantages of the simple method is the violation of the connectivity
of elements of one cluster, so different modifications of the method, as well as its
fuzzy k-means methods, are developed, in which, at the first stage of the algorithm,
the membership of one element of a set to several clusters is allowed (with varying
degrees of affiliation).

Despite the obvious advantages of the method, it also has significant disad-
vantages:

e The result of the classification strongly depends on the random starting posi-

tions of the cluster centers

e The algorithm is sensitive to emissions, which can distort the mean value
e  The researcher should determine the number of clusters in advance.

For clustering, we pass to the function numerical normalized data, which are the
coordinates of user vectors in multidimensional space based on their activity:
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Fig. 5. Input data for clustering

1. K-means algorithm using python and sklearn library def kmeans(n,df1):

dfl.index

np.arange (len (dfl))

# clustering

n_clusters = 4

km = KMeans (n_clusters=n_clusters)
data= KMeans.fit predict (km,dfl)
data=pd.DataFrame (data)
centroids= km.cluster centers_
centroids=pd.DataFrame (centroids)

2. At the output, each element is assigned to a specific cluster:
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Fig. 6. K-means algorithm result displayed in diagram



As a result, we obtained data that is divided into 4 clusters. The size of each sec-
tion corresponds to the number of values in the cluster. Next, we need to use this in-
formation to find the rules of conduct. Therefore, after clustering, we should start
looking for associative rules.

Affinity analysis is one of the common methods of Data Mining. The purpose of
this method is to investigate the relationship between events that occur together. Its
purpose is to identify associations between different events, that means to find rules
for quantifying the relationship between two or more events. These rules are called
association rules.

The basic concepts in associative rule theory are subject set and transaction. A
subject set is some non-empty set of elements that transactions can include:

|:{i1,i2,...,ik,...,in}, 3)

where iy - elements included in the subject sets, k=1..n, n is the number of ele-
ments of the set I.

Transaction is a set that has some elements of set | that occur together. The trans-
action also has a unique TID (Transaction ID).

There is a certain set of transactions in the database:

T={tl, 12,..., ti,..., tm}, (4)

where t;— some transaction, m — amount of transactions.
Between transaction elements we can set some regularities in the form of associa-

tive rules: X = {ik|ik c I}, called a condition and Y = {jk|jk € I}, called a con-

sequence. We should also say that the same set should not be included in the anteced-
ent and consequent at the same time: 1, # .

The associative rule describes the relationship between sets of subjects which re-
spond to consequence rule and are written down as X — Y . The sets X and Y must
not intersect: XNY=¢. The main indicators of the importance of an associative rule
are support and confidence.

We should distinguish between support for recruitment and support for associative
rule. In two cases, it is defined as the ratio of the number of transactions having the
specified amount of items to the total number of transactions. The only difference is
that the number of transactions that have the corresponding set is taken to calculate
support for the set, and the number of transactions that have both a condition and a
consequence at the same time to calculate the support of the associative rule.

Lets assume that we have some set X and associative rule X — Y. Then support of
set X is:

X(t
Supp(X) =%, (®)

Where X (t) = {t € T|X € t}.



Support for the associative rule will be equal to:

X () NY ()

Supp(X -»Y) = |T|

(6)

where X(t)={teT|Xet}, Y(t)={teT|Y et}.

Because modern database sizes can reach large enough volumes (up to gigabytes
and terabytes), finding associstive rules requires efficient algorithms that are scalable
and allow you to find a solution to a given problem in an acceptable time.

Apriori algorithm was designed for relational databases and allows you to gener-
ate frequent datasets from transaction tables.

Apriori algorithm uses iterative approach. At first step it finds single-element fre-
quent datasets denoted by the set L1. At the next step dataset L1 is used to find fre-
quent sets that has two elements, from which we form dataset L2 which is used to find
dataset L3 and so on. To increase the productivity of frequent datasets generation the
anti-monotony property is used. This is based on the following observation: if some

dataset is not frequent: sup{l }< min Sup, when if we add some specific object
i we will get new dataset which also would not be frequent:

sup{l U{i}}<min  sup. 7)

Using the specified property, frequent k-element sets of Lk data can be obtained by
combining frequent (k-1) element sets. Moreover, in order for some k-element set Lk
to be included in frequent sets Lk, all of its (k -1) element subsets must also be fre-
quent. If at least one of them is not a frequent set, Lk must be excluded from the set of
frequent subject sets.

This observation contributes to the creation of a plurality of candidates of k-
elemental Ck, sets, which will be a subset of Lk. This subset is obtained by removing
from the Ck infrequent datasets, which is the result of checking the support values of
each of the candidates ck, (ck e Ck,). Based on the antimonotonic property, the set Ck
is generated in two steps. In the first step, the candidate is generated by joining the
members of the set of frequent sets C,.;, where two members can be joined if they
have k-2 common elements, ie:

g4uq4=@quBcLMMAM=wﬁ} @

The next step is to remove from the set of Cx members that include (k-1)- ele-
mental data sets that are not frequent.

3 Numerical experiments

We used the standard mixtend library to aggregate data by cluster, user login, and
time.



1 Class _Login _PlaceNamd  TimeStamp
2 o Afanasy |Sport 2018-12-15 02:31:28
3 Afanasy |[Culture_pl 2018-12-19 10:10:04
a Afanasy |[Sport 2018-12-15 00:19:41
] Afanasy |Sport 2018-12-19 08:41:07
G Afanasy |Sport 2018-12-17 11:51:46
7 ;Al!g sy [Amusemer 2018-12-16 14:35:52
8 Afanasy |Driving 2018-12-14 12:37:15
9 Afanasy (Finance 2018-12-17 11:51:46
10 Afanasy |Amusemer 2018-12-16 14:55:18
11 Afanasy |Sport 2018-12-15 02:31:28
12 Afanasy |Culture pl 2018-12-19 10:10:04
13 Afanasy |Sport 2018-12-15 00:19:41
14 Afanasy |Sport 2018-12-19 08:41:07
15 Afanasy [Sport 2018-12-17 11:51:46
16 Afanasy |Amusemer 2018-12-16 14:35:52
17 Afanasy |Driving 2018-12-14 12:37:15
18 Afanasy |Finance 2018-12-17 11:51:46
19 Afanasy [Amusemer 2018-12-16 14:55:18
20 Boris  |Shopping 2018-12-16 16:15:23
21 Borls Shopping 2018-12-14 13:39:52
22 Boris Finance 2018-12-15 03:13:56
23 Boris Shopping  2018-12-18 02:32:27
24 Boris Recreatior 2018-12-18 02:52:28
25 Boris  [Finance 2018-12-17 15:21:13
26 Boris Driving 2018-12-18 02:32:27
27 Boris Healthcare 2018-12-19 11:08:13

Fig. 7. Data preparation for the accurate prediction

After that we need to use apriori class for finding associative dependencies
def rules(data,df2):
df2['TimeStamp'] = pd.to_datetime (df2['TimeStamp'], unit='s')
df2=pd.merge (df2, data,on='Login')
df2.set_index(['Class',6 'Login'], inplace=True)
df2.sort_index(inplace=True)
del df2]['Longitude']
del df2['Latitude']
del df2['Ratting’']
df2=df2.groupby ('TimeStamp') [ 'PlaceName'] .apply(list)
from mlxtend.preprocessing import TransactionEncoder
te = TransactionEncoder ()
te_ary = te.fit(df2).transform(df2)
df = pd.DataFrame (te_ary, columns=te.columns_)

from mlxtend.frequent patterns import apriori
rules=apriori(df, min_support=0.01, use colnames=True)

4 Analysis of the results

Algorithm result is shown below:



Graph for 10 rules ,
size: support (0.008 - 0.046)

color: lift (0.369 - 1.818)

Sho‘}mreﬁg}thcare

Sport ;
Finance
s}
Driving
o
Amusements

]

o

Fig. 8. Graph representation.

In Fig. 8 we can see the work of the associative rule algorithm, where the diameter
of a circle means the support (frequency) of a certain rule, and the arrows to and from
the circle, respectively, indicate the sequence of elements in the rule. As we can see,
the Driving-Shopping rule (with the largest and brightest circle) is most likely. It has
0.046 support and 1.818 color saturation. the least likely is the Amusements-Finance
rule with 0.008 support and a circle saturation of 0.3609.

©
D= o
B N
o) o
- -
(&)
5 B
S =
[on o
o
= 2o}
L o
(:)_ -
= <O @ N & <&
<X 4{\\0 éQ;b S )
=)
® >
R

Fig. 9. Most popular places due to apriori algorithm



In Fig. 9 is a diagram showing the 5 most popular places. They are in descending
order. Therefore, it can be assumed that, due to the use of meetcity and its geolocation
capabilities to predict and recommend meetings, Driving is considered the most visit-
ed place.

5 Conclusion

In this article we explored apriori and k-means clustering algorithms to get user be-
havior analysis template. In the process, we looked at the problem of finding associa-
tive rules that were able to find and describe patterns in large datasets. We used scala-
ble Apriori algorithms to find the best rules. For analysis, we used the standard mlx-
tend library to aggregate data by cluster, user login, and time.

While working, we were faced with the problem of inaccuracy and inconsistency
of data with real conditions, and were forced to reduce the minimum support for asso-
ciative rules.
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