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Abstract. Honeypots are the traps disguised as 

information resources that record information about 

computer attacks. The collected data replenish the 

signature database of antiviruses and blacklists of firewalls, 

and serve as reliable evidence in computer forensics. All 

trapped files, Internet links, network addresses, and other 

artifacts are obviously fragments of malware since ordinary 

users do not interact with honeypots. This article developed 

the interface for working with a honeypot by ear. Attributes 

of computer attacks captured by the honeypot are encoded 

with sounds. The input alphabet for coding in the sound 

interface is the Cartesian product of analysis complexity, 

verdict, classification accuracy, and position of the 

compromise indicator in the list of attributes. The output 

alphabet is the set of piano key sounds. It is proposed to 

voice data letter by letter, with the possibility to re-record. 

The article proposes to use the audio interface in 

applications for the analysis of computer attacks, which can 

reduce the visual load for people with healthy eyes and 

allow professional work for the visually impaired. The 

proposed method for coding computer attack data allows 

performing part of a data security specialist’s tasks by ear. 

Keywords – malicious code, reverse engineering 

programs, computer attack analysis, physical encoding, data 

listening, computer blind aid technologies, applications for 

disabled people. 

I. INTRODUCTION 

Honeypots are the traps for computer attacks that collect 
malicious objects for further analysis [1-9]. A large data stream 
forces the user of honeypots to work with multiple monitors at 
the same time or often switch between graphical interfaces on a 
single monitor. 

As an alternative, a sound interface is proposed in this work 
that allows the user to navigate through a structured set of 
features and evaluate by ear the verdict of the current object, 
threat type, and calculation accuracy. The sound interface is 
based on the original method of computer attack feature 
encoding using the combinations of sounds at different 
frequencies. 

II. SUBJECT AREA STATE 

Information security experts find strings, checksums, 
signatures, names of operating system objects, and other features 
by which they determine the verdict of an object under 

investigation, i.e. the presence or absence of malicious 
functionality in a file, network request, email, website, etc. [10-
15]. The accuracy of the attack classification indicates whether 
sufficient or only necessary features of a specific type of threat 
are found [24]. 

Scientific literature has publications on the ideas on the use 
of surround sound in applications for the visually impaired, and 
publications that mentioned operating systems with a limited set 
of application software that can be used by ear. However, there 
are no applications with an audio interface for information 
security experts [17-23]. This paper’s aim is filling in the 
shortage of such tools. 

III. PROBLEM FORMULATION 

A feature of a computer attack is a tuple ⟨u,v,y,z⟩ containing 
the name of a potentially dangerous action u ∈ U, Boolean 
verdict v ∈ Z2, tool name y ∈ Y with which the feature was 
obtained, and Boolean value of the classification accuracy 
z ∈ Z2, which implies the verdict confidence or uncertainty. U 
and Y are the lists of potentially dangerous actions and analysis 
tools listed in the MITRE ATT & CK computer attack 
encyclopaedia. 

It is required to present a comprehensive set of computer 
attacks in order to provide navigation by ear and auditory 
recognition of the verdict, threat type, attack attributes, and 
calculated classification accuracy. 

IV. SOLUTION 

We will group all analysis tools into reputational ones–those 
not requiring the presence of an investigated file, static ones–
those not requiring a file to run, dynamic ones–those requiring a 
file to run in a controlled environment, and hybrid ones that 
include all the above types of analysis [12]. We divide the set of 
collected computer attack features into four lists, depending on 
the complexity of the analysis to which the y tool belongs. 

𝑈 = 𝑘 ∈ 𝐿4𝑈𝑘 , 𝐿4 = {0,1,2,3}, ∀𝑦 ∈ 𝑈                   (1) 

We divide each list into twelve parts and assign the ith 
attribute the index j equal to the number of the part in which it is 
contained: 

𝑗 = ⌊
12𝑖

𝑛
⌋ , 𝑗 ∈ {0,1,2, … ,11},                                                 (2) 

where n is the length of the feature list. 
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The user can navigate through the feature list by using the 
keyboard. By clicking the up-arrow (down-arrow), the user can 
increase (decrease) the number of the current feature i. Scrolling 
is cyclical so from the last part one gets to the first one. Index j 
is incremented when the current feature reaches such value 𝑖′ 
that 

𝑖′: ⌊
12𝑖′

𝑛
⌋ > ⌊

12(𝑖′ − 1)

𝑛
⌋                                                         (3) 

Navigation through the twelfth parts of features can be 
presented as a cyclical group (𝑍12, +) with respect to the 
operation of moving to the twelfth part of the feature list which 
is some PageDown (PageUp) away from the current part. No 
more than 11 clicks per unit time are taken into account. 
PageDown (PageUp) clicks increase (decrease) the number of 
the displayed part and move I to the beginning of another twelfth 
part of the list 𝑗′ depending on the number of clicks k: 

{ 
        𝑗′: (𝑗 + 𝑘) 𝑚𝑜𝑑 12                                                             (4)    

    𝑖′: ⌈
𝑛

12
∙ 𝑗′⌉,                                                                           (5)

 

where 𝑗, 𝑗′, 𝑘 ∈ 𝑍12. 

When you scroll through the list of features, the number of 
the current feature i is incremented. Scrolling through the list is 
cyclical, i.e. from the last part, we go to the first one. The index 
j is incremented when the number of the current attribute reaches 
the value i', such that 

𝑖′: ⌊
12𝑖′

𝑛
⌋ > ⌊

12(𝑖′ − 1)

𝑛
⌋                                                         (6) 

Let's represent the set of indices j in the form of a cyclic 
group (Z12, +) with respect to the operation of transition to the 
next twelfth of the list of attributes.  

The input alphabet A for encoding in the sound interface is 
the Cartesian product of analysis complexity 𝐿4, position in the 
list N12, verdict K2, and classification accuracy M2  [25]. 

𝐴 = 𝐿4 × 𝑁12 × 𝐾2 × 𝑀2                                                   (7) 

Table I shows an example of a list of 30 features. Six parts 
contain three elements, and the other six parts contain two 
elements 3*6 + 2*6 = 30. The index j is the number to which the 
ordinal number belongs. 

The output alphabet B is the set of piano key sounds. The 
sound wave generated by pressing the piano key is described by 
the sum of harmonic oscillations: 

𝑥 = ∑ 𝑥0𝑘𝑠𝑖𝑛(𝜔𝑘𝑡 + 𝜑0𝑘),

𝑛

𝑘=1

                                            (8) 

where x0k is the amplitude, ωk is the circular frequency, φ0k is the 
initial phase of the kth component. 

TABLE I. INDEXED LIST OF COMPUTER ATTACK ATTRIBUTES 

i  Malicious Action Index j 

0 Data Encrypted for Impact: 

Chrysanthemum.jpg.crypto  

0 

1 Data Encrypted for Impact: 

Desert.jpg.crypto 

0 

2 Data Encrypted for Impact: 

Hydrangeas.jpg.crypto 

0 

3 Data Encrypted for Impact: 

Jellyfish.jpg.crypto 

1 

4 Data Encrypted for Impact: 

Koala.jpg.crypto 

1 

5 Data Encrypted for Impact: 

Lighthouse.jpg.crypto 

2 

6 Data Encrypted for Impact: 

Penguins.jpg.crypto 

2 

7 Data Encrypted for Impact: 

Tulips.jpg.crypto 

2 

8 Data Encrypted for Impact: 

DSC_1001.JPG.crypto 

3 

9 Data Encrypted for Impact: 

DSC_1002.JPG.crypto 

3 

10 Data Encrypted for Impact: 

DSC_1003.JPG.crypto 

4 

11 Data Encrypted for Impact: 

DSC_1004.JPG.crypto 

4 

12 Data Encrypted for Impact: 

DSC_1005.JPG.crypto 

4 

13 Registry Run Keys: 

CurrentVersion/Run 

5 

14 Data Encrypted for Impact: 

Passport.jpg.crypto 

5 

15 Data Encrypted for Impact: 

Scan.jpg.crypto 

6 

16 Data Encrypted for Impact: 

Payment.jpg.crypto 

6 

17 Registry Run Keys:   

Startup Folder 

6 

18 Data Encrypted for Impact: 

Roadmap.jpg.crypto 

7 

19 Data Encrypted for Impact: 

Task.jpg.crypto 

7 

20 Data Encrypted for Impact: 

Workflow.jpg.crypto 

8 

21 Data Encrypted for Impact: 

Pipeline.jpg.crypto 

8 

22 Data Encrypted for Impact: 

Collaborators.jpg.crypto 

8 

23 Registry Run Keys: 

CurrentVersion/RunOnce 

9 

24 Registry Run Keys: 

CurrentVersion/RunOnceEx 

9 

25 Data Encrypted for Impact: 

December.jpg.crypto 

10 

26 PowerShell 10 

27 Injection of Dynamic-link library: 

Evil.dll 

10 

28 Registry Run Keys:  

Winlogon/Notify 

11 

29 Registry Run Keys: 
Explorer\Browser Helper Objects 

11 
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All musical sounds of the piano keys are divided into octaves 
and have the following letter designations: “c” for Do, “d” for 
Re, “e” for Mi, “f” for Fa, “g” for Sol, “a” for La, “b” for A 
sharp, “h” for C [25, 29]. In a contraoctave, notes are denoted by 
capital letters with a subscript 1, in a small octave by capital 
letters without an index, and in the octaves 1-5 by lowercase 
letters with a superscript corresponding to the octave number. 
Notes a half tone higher have the suffix "is", and for half-tone-
lowered notes, the suffix "es" is used. The subjective perception 
of a pitch is determined by the root frequency ω0 𝜔0 [24]. The 
piano keyboard contains eight full octaves, at the borders of 
which the pitch frequency ω0 is doubled (see Tables II and III). 
Each octave is represented by twelve keys with a constant ratio 

of adjacent key sounds equal to 𝜔0
𝑖 𝜔0

𝑖+1⁄ = 21 12⁄ 𝜔0
𝑖 𝜔0

𝑖+1⁄ =
21 12⁄ . 

TABLE II. TONE FREQUENCIES IN LOWER OCTAVES 

Tone 

Subcontra 

octave 

Contra 

octave 

Big 

Octave 

Small 

Octave 

D
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n
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io
n
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re

q
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cy
, 

H
z 
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io
n
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, 
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z 
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n
 

F
re
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, 

H
z 
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n
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n
 

F
re

q
u
en

cy
, 

H
z 

С 𝐶2 16,3 𝐶1 32,7 𝐶 65,4 𝑐 130 

C sharp 

(D flat) 
𝐶𝑖𝑠2 17,3 𝐶𝑖𝑠1 34,6 𝐶𝑖𝑠 69,3 𝑐𝑖𝑠 138 

D 𝐷2 18,3 𝐷1 36,7 𝐷 73,4 𝑑 146 

D sharp 

(E Flat) 
𝐷𝑖𝑠2 19,4 𝐷𝑖𝑠1 38,8 𝐷𝑖𝑠 77,7 𝑑𝑖𝑠 155 

E 𝐸2 20,6 𝐸1 41,2 𝐸 82,4 𝑒 164 

F 𝐹2 21,8 𝐹1 43,6 𝐹 87,3 𝑓 174 

F sharp 

(G flat) 
𝐹𝑖𝑠2 23,1 𝐹𝑖𝑠1 46,2 𝐹𝑖𝑠 92,5 𝑓𝑖𝑠 185 

G 𝐺2 24,5 𝐺1 49 𝐺 98 𝑔 196 

G sharp 

(A flat) 
𝐺𝑖𝑠2 24,5 𝐺𝑖𝑠1 51,9 𝐺𝑖𝑠 103 𝑔𝑖𝑠 207 

A 𝐴2 27,5 𝐴1 55 𝐴 110 𝑎 220 

A sharp 

(B flat) 
𝐵2 29,1 𝐵1 58,2 𝐵 116 𝑏 233 

B 𝐻2 30,8 𝐻1 61,7 𝐻 123 ℎ 246 

Def. The minor scale is a sequence of seven sounds of the 
same octave, such that the ratio of the frequencies of the second 
and third sounds (as well as that of the fifth and sixth) makes 
21/12, while the ratio of the frequencies of other neighboring 
sounds makes 21/6 [32, 37, 39].  

Def. The major scale is a sequence of seven sounds of the 
same octave, such that the ratio of the frequencies of the third 
and fourth sounds (as well as that of the seventh and first of the 
next octave) is 21/12, and the ratio of the frequencies of other 
neighboring sounds makes 21/6 [32, 37, 39].  

Def. Transposition by n degrees means the increase of the 

frequency of each sound in a sequence of sounds by 2𝑛 12⁄  times 
[32-34, 38]. 

𝑇𝑛(𝑥) = 𝑥 ∙ 2𝑛 12⁄                                                               (9) 

𝑇𝑛(⟨𝑥1, 𝑥2, … , 𝑥𝑚⟩) = ⟨𝑇𝑛(𝑥1), 𝑇𝑛(𝑥2), … , 𝑇𝑛(𝑥𝑚)⟩,      (10)                          

where ⟨𝑥1, 𝑥2, … , 𝑥𝑚⟩ is the sequence of sounds. 

It is possible to determine by ear which octave and scale a 
sequence of sounds belongs to, how many degrees it was 
transposed by, and whether it is ended by the same sound from 
which it began [27, 45]. Since doubling the frequency of sound 
during transposition by an integer number of octaves is 
subjectively perceived as the same sound, the scale is described 
by a cyclic group (Z12, T1) regarding the operation of 
transposition by one degree [28-39, 43, 44]. 

TABLE III. SCALE OF TONE FREQUENCIES IN THE UPPER 

OCTAVES 
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C 𝑐1 261 𝑐2 523 𝑐3 1046 𝑐4 2093 

C sharp 

(D flat) 
𝑐𝑖𝑠1 277 𝑐𝑖𝑠2 554 𝑐𝑖𝑠3 1108 𝑐𝑖𝑠4 2217 

D 𝑑1 293 𝑑2 587 𝑑3 1174 𝑑4 2349 

D sharp 

(E flat) 
𝑑𝑖𝑠1 311 𝑑𝑖𝑠2 622 𝑑𝑖𝑠3 1244 𝑑𝑖𝑠4 2489 

E 𝑒1 329 𝑒2 659 𝑒3 1318 𝑒4 2637 

F 𝑓1 349 𝑓2 698 𝑓3 1396 𝑓4 2793 

F sharp 

(G flat) 
𝑓𝑖𝑠1 369 𝑓𝑖𝑠2 739 𝑓𝑖𝑠3 1479 𝑓𝑖𝑠4 2959 

G 𝑔1 392 𝑔2 783 𝑔3 1567 𝑔4 3135 

G sharp 

(A flat) 
𝑔𝑖𝑠1 415 𝑔𝑖𝑠2 830 𝑔𝑖𝑠3 1661 𝑔𝑖𝑠4 3322 

A 𝑎1 440 𝑎2 880 𝑎3 1760 𝑎4 3520 

A sharp 

(B flat) 
𝑏1 466 𝑏2 932 𝑏3 1864 𝑏4 3729 

B ℎ1 493 ℎ2 987 ℎ3 1975 ℎ4 3951 

Let us take the output alphabet B as the Cartesian product of 
the sets of octaves O8, initial degrees S12, scales L2, and the set 
of sequences completed and not completed with the original 
sound P2. 

𝐵 = 𝑂8 × 𝑆12 × 𝐿2 × 𝑃2                                                   (11)                                                                        

Let's develop the isomorphism 𝜑: 𝐴 → 𝐵. We associate a 
minor sound sequence to each feature of the malicious code u, 
and a major one to a harmless code feature. The complexity of 
the analysis is comparable to an octave, accuracy is comparable 
to the completeness of the sequence of sounds, and the position 
in the list is comparable to the first degree of the sound sequence. 

𝜑(⟨𝑢, 𝑣, 𝑦, 𝑧, 𝑝𝑜𝑠⟩) = 𝑇−12⋅𝑦 ∘ 𝑇𝑝𝑜𝑠 (𝑠𝑜𝑢𝑛𝑑𝑢,𝑣(𝑧))          (12) 

Tables IV and V show an example of an encoded feature of 
a computer attack. 
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TABLE IV. ATTACK FEATURE, ENCODED DEPENDING ON 

LOCATION AND ANALYSIS TYPE 

Positio

n 

Analysis Level 

Hybrid Dynamic 

0 ⟨𝑑, 𝑔, 𝑓𝑖𝑠, 𝑔, 𝑑⟩ ⟨𝑑1, 𝑔1, 𝑓𝑖𝑠1, 𝑔1, 𝑑1⟩ 

1 ⟨𝑑, 𝑔, 𝑓𝑖𝑠, 𝑔, 𝑑⟩ ⟨𝑑1, 𝑔1, 𝑓𝑖𝑠1, 𝑔1, 𝑑1⟩ 

2 ⟨𝑒, 𝑎, 𝑔𝑖𝑠, 𝑎, 𝑒⟩ ⟨𝑒1, 𝑎1, 𝑔𝑖𝑠1 , 𝑎1, 𝑒1⟩ 

3 ⟨𝑓, 𝑏, 𝑎, 𝑏, 𝑓⟩ ⟨𝑓1, 𝑏1, 𝑎1, 𝑏1, 𝑓1⟩ 

4 ⟨𝑓𝑖𝑠, ℎ, 𝑏, ℎ, 𝑓𝑖𝑠⟩ ⟨𝑓𝑖𝑠1, ℎ1, 𝑏1, ℎ1, 𝑓𝑖𝑠1⟩ 

5 ⟨𝑔, 𝑐1, ℎ, 𝑐1, 𝑔⟩ ⟨𝑔1, 𝑐2, ℎ1, 𝑐2, 𝑔1⟩ 

6 ⟨𝑔𝑖𝑠, 𝑐𝑖𝑠1, 𝑐1, 𝑐𝑖𝑠1, 𝑔𝑖𝑠⟩ ⟨𝑔𝑖𝑠1, 𝑐𝑖𝑠2 , 𝑐2, 𝑐𝑖𝑠2 , 𝑔𝑖𝑠1⟩ 

7 ⟨𝑔𝑖𝑠, 𝑐𝑖𝑠1, 𝑐1, 𝑐𝑖𝑠1, 𝑔𝑖𝑠⟩ ⟨𝑔𝑖𝑠1, 𝑐𝑖𝑠2 , 𝑐2, 𝑐𝑖𝑠2 , 𝑔𝑖𝑠1⟩ 

8 ⟨𝑏, 𝑑𝑖𝑠1, 𝑑1, 𝑑𝑖𝑠1 , 𝑏⟩ ⟨𝑏1, 𝑑𝑖𝑠2, 𝑑2, 𝑑𝑖𝑠2, 𝑏1⟩ 

9 ⟨ℎ, 𝑒1, 𝑑𝑖𝑠1, 𝑒1, ℎ⟩ ⟨ℎ1, 𝑒2, 𝑑𝑖𝑠2, 𝑒2, ℎ1⟩ 

10 ⟨𝑐1, 𝑓1, 𝑒1, 𝑓1, 𝑐1⟩ ⟨𝑐2, 𝑓2, 𝑒2, 𝑓2, 𝑐2⟩ 

11 ⟨𝑐𝑖𝑠1 , 𝑓𝑖𝑠1, 𝑓1, 𝑓𝑖𝑠1, 𝑐𝑖𝑠1⟩ ⟨𝑐𝑖𝑠2, 𝑓𝑖𝑠2, 𝑓2, 𝑓𝑖𝑠2, 𝑐𝑖𝑠2⟩ 

TABLE V. ATTACK FEATURE, ENCODED DEPENDING ON 

LOCATION 
AND ANALYSIS TYPE 

Position 
Analysis Level 

Static Reputational 

0 ⟨𝑑2, 𝑔2, 𝑓𝑖𝑠2, 𝑔2, 𝑑2⟩ ⟨𝑑3, 𝑔3, 𝑓𝑖𝑠3, 𝑔3, 𝑑3⟩ 

1 ⟨𝑑2, 𝑔2, 𝑓𝑖𝑠2, 𝑔2, 𝑑2⟩ ⟨𝑑3, 𝑔3, 𝑓𝑖𝑠3, 𝑔3, 𝑑3⟩ 

2 ⟨𝑒2, 𝑎2, 𝑔𝑖𝑠2, 𝑎2, 𝑒2⟩ ⟨𝑒3, 𝑎3, 𝑔𝑖𝑠3, 𝑎3, 𝑒3⟩ 

3 ⟨𝑓2, 𝑏2, 𝑎2, 𝑏2, 𝑓2⟩ ⟨𝑓3, 𝑏3, 𝑎3, 𝑏3, 𝑓3⟩ 

4 ⟨𝑓𝑖𝑠2, ℎ2, 𝑏2, ℎ2, 𝑓𝑖𝑠2⟩ ⟨𝑓𝑖𝑠3, ℎ3, 𝑏3, ℎ3, 𝑓𝑖𝑠3⟩ 

5 ⟨𝑔2, 𝑐3, ℎ2, 𝑐3, 𝑔2⟩ ⟨𝑔3, 𝑐4, ℎ3, 𝑐4, 𝑔3⟩ 

6 ⟨𝑔𝑖𝑠2, 𝑐𝑖𝑠3 , 𝑐3, 𝑐𝑖𝑠3 , 𝑔𝑖𝑠2⟩ ⟨𝑔𝑖𝑠3, 𝑐𝑖𝑠4 , 𝑐4, 𝑐𝑖𝑠4 , 𝑔𝑖𝑠3⟩ 

7 ⟨𝑔𝑖𝑠2, 𝑐𝑖𝑠3 , 𝑐3, 𝑐𝑖𝑠3 , 𝑔𝑖𝑠2⟩ ⟨𝑔𝑖𝑠3, 𝑐𝑖𝑠4 , 𝑐4, 𝑐𝑖𝑠4 , 𝑔𝑖𝑠3⟩ 

8 ⟨𝑏2, 𝑑𝑖𝑠3, 𝑑3, 𝑑𝑖𝑠3, 𝑏2⟩ ⟨𝑏3, 𝑑𝑖𝑠4, 𝑑4, 𝑑𝑖𝑠4, 𝑏3⟩ 

9 ⟨ℎ2, 𝑒3, 𝑑𝑖𝑠3 , 𝑒3, ℎ2⟩ ⟨ℎ3, 𝑒4, 𝑑𝑖𝑠4 , 𝑒4, ℎ3⟩ 

10 ⟨𝑐3, 𝑓3, 𝑒3, 𝑓3, 𝑐3⟩ ⟨𝑐4, 𝑓4, 𝑒4, 𝑓4, 𝑐4⟩ 

11 ⟨𝑐𝑖𝑠3, 𝑓𝑖𝑠3, 𝑓3, 𝑓𝑖𝑠3, 𝑐𝑖𝑠3⟩ ⟨𝑐𝑖𝑠4, 𝑓𝑖𝑠4, 𝑓4, 𝑓𝑖𝑠4, 𝑐𝑖𝑠4⟩ 

At any time, a user listens to one sound recording. Then they 
move on to the next sound recording, i.e. the next feature. It is 
important that by increasing the pitch one can understand how 
many elements are left in the list. An exceptional case will be 
with only one attribute in the list. To distinguish a list with one 
attribute from a list with an excessively large number of 
attributes, one can introduce an additional sound signal. 

After listening to the sound sequence, one can request a 
verbal explanation. If an explanation is not contained in the 
dictionary, the interface will spell it out. The user can voice any 
spelled or dictionary explanation independently by recording 
their speech using a microphone. 

V. CONCLUSIONS 

The proposed method for sound encoding of computer attack 
data allows one to perform part of a virus analyst’s tasks by ear. 
This reduces eye fatigue and opens up the possibility of 
professional work for the visually impaired. In the future, it will 
be possible to refine the encoding method using surround sound 
to display a large number of objects. 
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