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Abstract. The paper proposes a method for predicting natural language constructions based on a modified gated recursive block. For this, an artificial neural network model was created, a criteria for evaluating the efficiency of the proposed model was selected, two methods for parametric identification of the artificial neural network model were developed is based on the backpropagation through time algorithm and based on simulated annealing particle swarm optimization algorithms. The proposed model and methods for its parametric identification make it possible to more accurately control the share of information coming from the input layer and the hidden layer of the model, increase the parametric identification speed and the prediction probability. The proposed method for predicting natural language constructions can be used in various intelligent natural language processing systems.
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1 Introduction

Currently, one of the most important problems in the field of natural language processing is the insufficiently high accuracy of the analysis of alphabetic and/or phoneme sequences [1, 2]. This leads to the fact that natural language processing may be ineffective. Therefore, the development of methods for predicting natural language constructions is an important task.

As a prediction method, a neural network forecast [3] was chosen, which, when forecasting natural language constructions, has the following advantages:

- correlations between factors are studied on existing models;
- no assumptions regarding the distribution of factors are required;
- prior information about factors may be absent;
- source data can be highly correlated, incomplete or noisy;
- analysis of systems with a high degree of nonlinearity is possible;
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— fast model development;
— high adaptability;
— analysis of systems with a large number of factors is possible;
— full enumeration of all possible models is not required;
— analysis of systems with heterogeneous factors is possible.

The following recurrent networks are most often used as forecast neural networks [4-6]:

— Jordon neural network (JNN) [7, 8];
— Elman neural network (ENN) or simple recurrent network (SRN) [9, 10];
— bidirectional recurrent neural network (BRNN) [11, 12];
— long short-term memory (LSTM) [13, 14];
— gated recurrent block (GRU) [15, 16];
— echo state network (ESN) [17, 18];
— liquid state machine (LSM) [19, 20].

Table 1 shows the comparative characteristics of neural networks for predicting natural language constructions.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>JNN</th>
<th>ENN (SRN)</th>
<th>BRNN</th>
<th>LSTM</th>
<th>GRU</th>
<th>ESN</th>
<th>LSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low probability of getting into a local extremum</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>High learning speed</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Possibility of batch training</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Dynamic control of the share of information from the input and hidden layers</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

According to table 1, none of the networks meets all the criteria. In this regard, the creation of training methods that will eliminate these drawbacks is relevant.

To increase the probability of falling into a global extremum and replacing batch training with multi-agent training, metaheuristic search is often used instead of local search [21-25]. Metaheuristics expands the capabilities of heuristics by combining heuristic methods based on a high-level strategy [26-30].

Modern metaheuristics may have one or more of the following disadvantages:

— there is only a generalized method structure or the method structure is focused on solving only a specific problem [21];
— iteration numbers are not present when searching for a solution [22];
— the method may not converge [31];
— material potential solutions are unacceptable [32];
— there is no formalized parameter values search strategy [33];
— the method is not intended for conditional optimization [34];
— the method does not possess high accuracy [35].

Thereby, arises the problem of constructing an effective metaheuristic optimization method. Thus, the task to create an effective forecast model for alphabetic and/or phoneme sequences, which is trained based on effective metaheuristics, is relevant today.

The purpose of the work is to develop a forecast method for natural language constructions based on a modified gated recurrent block. To achieve the goal, the following tasks were set and solved:
1. Create a model of a modified gated recursive block.
2. Select a criteria for evaluating the efficiency of the proposed model.
3. Develop a method for the parametric identification of a model based on local search.
5. Conduct a numerical study.

2 Creating a model of a modified gated recursive block

The paper proposes a modification of GRU by introducing \(1 - r_j(n)\) factor for the weighted sum of the neurons outputs in the input layer, which allows to more accurately control the share of information coming from the input layer and the hidden layer.

The proposed modified gated recurrent unit (MGRU) is a recurrent two-layered artificial neural network (ANN) with an input layer \(in\), a hidden layer \(h\), an output layer \(out\). Just as for a regular GRU, each neuron in hidden layer is associated with reset and update gates is (FIR filters). The structural representation of the MGRU model is shown in Fig. 1.

![Fig. 1. Structural representation of a modified gated recurrent block (MGRU)]
Gates determine how much information to pass. Thereby, the following special cases are possible. If the share of information passed by the reset gate is close to 0.5, and the share of information passed by the update gate is close to 0, then we get SRN. If the share of information passed by the reset gate is close to 0 and the share of information passed by the update gate is close to 0, then the ANN information is updated only due to the input (short-term) information. If the share of information passed by the update gate is close to 1, then the ANN information is not updated. If the share of information passed by the reset gate is close to 0 and the share of information passed by the update gate is close to 1, then the ANN information is updated only due to internal (long-term) information.

The modified gated recurrent block (MGRU) model is presented in the following form:

- calculating the share of information passed by the reset gate
  \[
  r_j(n) = f\left(\sum_{i=1}^{N^{(0)}} v_{ij}^{m-r} y_i^m(n) + \sum_{i=1}^{N^{(0)}} v_{ij}^{h-r} y_i^h(n-1)\right), j \in 1, N^{(1)}.
  \]

- calculating the share of information passed by the update gate
  \[
  z_j(n) = f\left(\sum_{i=1}^{N^{(0)}} u_{ij}^{m-z} y_i^m(n) + \sum_{i=1}^{N^{(0)}} u_{ij}^{h-z} y_i^h(n-1)\right), j \in 1, N^{(1)}.
  \]

- calculating the output signal of the candidate layer
  \[
  \tilde{y}_j^b(n) = g\left((1 - r_j(n))\sum_{i=1}^{N^{(0)}} w_{ij}^{m-b} y_i^m(n-i) + r_j(n)\sum_{i=1}^{N^{(0)}} w_{ij}^{h-b} y_i^h(n-1)\right), j \in 1, N^{(1)}.
  \]

- calculating the output signal of the hidden layer
  \[
  y_j^b(n) = z_j(n)y_j^b(n-1) + (1 - z_j(n))\tilde{y}_j^b(n), j \in 1, N^{(1)}.
  \]

- calculating the output signal of the output layer
  \[
  y_j^{out}(n) = f\left(\sum_{i=1}^{N^{(0)}} w_{ij}^{b-out} y_i^b(n)\right), j \in 1, N^{(2)}.
  \]

\[
 f(s) = \frac{1}{1 + e^{-s}},
\]

\[
 g(s) = \tanh(s),
\]

where \( N^{(0)} \) is the number of neurons in the input layer;
\( N^{(2)} \) is the number of neurons in the output layer;
\( N^{(1)} \) is the number of neurons in the hidden layer;
\( v_{ij}^{in-r}, u_{ij}^{in-z} \) are connection weight from the \( i \)-th input neuron to the reset gates and update of the \( j \)-th hidden neuron;
\( v_{ij}^{h-r}, u_{ij}^{h-z} \) are connection weight from the \( i \)-th hidden neuron to the reset gates and update of the \( j \)-th hidden neuron;
\( w_{ij}^{in-h} \) is connection weight from the \( i \)-th input neuron to the \( j \)-th hidden neuron;
\( w_{ij}^{h-h} \) is connection weight from the \( i \)-th hidden neuron to the \( j \)-th hidden neuron;
\( w_{ij}^{h-out} \) is connection weight from the \( i \)-th hidden neuron to the output neuron;
\( r_j(n) \) is share of information passed by the reset gate of the \( j \)-th hidden neuron at a time \( n \), \( r_j(n) \in (0,1) \);
\( z_j(n) \) is share of information passed by the update gate of the \( j \)-th hidden neuron at a time \( n \), \( z_j(n) \in (0,1) \);
\( y^n_i(n) \) is output of the \( i \)-th input neuron at time \( n \);
\( y^n_o(n) \) is output of the \( i \)-th output neuron at time \( n \);
\( y^h_j(n) \) is output of the \( j \)-th hidden neuron at time \( n \);
\( f(\cdot) \), \( g(\cdot) \) are activation function.

To evaluate the effectiveness of the proposed model, it is necessary to select criterion.

3 Selection of criterion for evaluating the effectiveness of the proposed model

In the paper, to evaluate the parametric identification of the MGRU model, a model adequacy criterion is chosen, which means the choice of such parameter values as \( W = \{ v_{ij}^{in-r}(n), u_{ij}^{in-z}(n), w_{ij}^{in-h}(n), v_{ij}^{h-r}(n), u_{ij}^{h-z}(n), w_{ij}^{h-h}(n), w_{ij}^{h-out}(n) \} \), which deliver a minimum of the mean squared error (the difference between the model output and the desired output):

\[
F = \frac{1}{PN^{(2)}} \sum_{p=1}^{P} \sum_{c=1}^{C_c} (y_p^{out} - d_p)^2 \rightarrow \min_w
\]

In the paper, to evaluate the functioning of the MGRU model in test mode, a forecast probability criterion is selected, which means the choice of such parameter values as \( W = \{ v_{ij}^{in-r}(n), u_{ij}^{in-z}(n), w_{ij}^{in-h}(n), v_{ij}^{h-r}(n), u_{ij}^{h-z}(n), w_{ij}^{h-h}(n), w_{ij}^{h-out}(n) \} \), which deliver the maximum probability:
\[ F = \frac{1}{P} \sum_{p=1}^{P} \rho \left( \text{round} \left( y_p^{\text{out}} \right), d_p \right) \rightarrow \min_{y}, \quad \rho(a, b) = \begin{cases} 1, & a = b \\ 0, & a \neq b \end{cases} \]

where \( \text{round} (\cdot) \) is function that rounds a number to the nearest integer.

According to the first criterion, the methods of parametric identification of the MGRU model are proposed in this paper.

4 Creation of method for parametric identification of the MGRU model based on local search

In this paper, we first propose a method for parametric identification of the MGRU model based on the traditional for GRU backpropagation through time (BPTT).

The proposed method allows you to find a quasi-optimal vector of parameters’ values of the MGRU model and consists of the following blocks.

Block 1 – Initialization:
- set the current iteration number \( n \) to one;
- initialization by uniform distribution over the interval \((0, 1)\) or \([-0.5, 0.5]\) weights
  \[ v^{\text{in}-r}_j(n), \ u^{\text{in}-z}_j(n), \ w^{\text{in}-h}_j(n), \ i \in \overline{1,N^{(0)}}, \ j \in \overline{1,N^{(1)}}; \ v^{\text{b}-r}_j (n), \ u^{\text{b}-z}_j (n), \ w^{\text{b}-h}_j (n), \ i \in \overline{1,N^{(0)}}, \ j \in \overline{1,N^{(1)}}, \ w^{\text{out}-h}_j (n), \ i \in \overline{1,N^{(0)}}, \ j \in \overline{1,N^{(1)}}, \ i \in \overline{1,N^{(2)}} \]

where \( N^{(0)} \) is the number of neurons in the input layer, \( N^{(2)} \) is the number of neurons in the output layer, \( N^{(1)} \) is number of neurons in the hidden layer.

Block 2 – Setting the training set \( \{(x_\mu,d_\mu)\}_{x_\mu \in \mathbb{R}^{N^{(0)}}, d_\mu \in \mathbb{R}^{N^{(0)}}}, \mu \in \overline{1,P} \), where \( x_\mu \) is \( \mu \)-th training input vector, \( d_\mu \) is \( \mu \)-th training output vector, \( P \) is the power of the training set. Number of the current pair from the training set \( \mu = 1 \).

Block 3 is Initial calculation of the output signal for the hidden layer \( h_i(n-1) = 0 \), \( i \in \overline{1,N^{(0)}} \).

Block 4 is Calculation of the output signal for each layer (forward propagation)

\[ y_i^{\mu}(n) = x_\mu, \quad r_j(n) = f \left( s_j^r (n) \right), \]

\[ s_j^r (n) = \sum_{i=1}^{N^{(0)}} v_j^{\text{in}-r}_i (n) y_i^{\mu}(n) + \sum_{i=1}^{N^{(0)}} v_j^{\text{b}-r}_i (n) y_i^{\mu}(n-1), \quad j \in \overline{1,N^{(1)}}. \]

\[ z_j(n) = f \left( s_j^r (n) \right). \]
\[ s_j^i(n) = \sum_{i=1}^{N(1)} u_j^{m-i}(n) y_i^m(n) + \sum_{i=1}^{N(1)} u_j^{h-i}(n) y_i^h(n-1), \quad j \in 1, N(1). \]

\[ s_j^h(n) = \left( 1 - r_j(n) \right) \sum_{i=1}^{N(1)} w_{ji}^{m-h}(n) y_i^m(n) + r_j(n) \sum_{i=1}^{N(1)} w_{ji}^{h-h}(n) y_i^h(n-1) \right), \quad j \in 1, N(1). \]

\[ y_j^h(n) = z_j(n) y_j^h(n-1) + \left( 1 - z_j(n) \right) g \left( s_j^h(n) \right), \quad j \in 1, N(1). \]

\[ y_j^{out}(n) = f \left( s_j^{out}(n) \right), \quad s^{out}(n) = \sum_{i=1}^{N(1)} w_{ji}^{h-out}(n) y_i^h(n), \quad j \in 1, N(1). \]

\[ f(s) = \frac{1}{1 + e^{-s}}, \quad g(s) = \tanh(s). \]

**Block 5 – Calculation of ANN error energy**

\[ E(n) = \frac{1}{2} \sum_{j=1}^{N(1)} e_j^2(n), \quad e_j(n) = y_j^{(L)}(n) - d_{\mu j}. \]

**Block 6 – Setting up synaptic weights based on a generalized delta rule (back propagation)**

\[ w_{ji}^{h-out}(n+1) = w_{ji}^{h-out}(n) - \eta \Delta w_{ji}^{h-out}(n), \quad i \in 1, N(0), \quad j \in 1, N(3). \]

\[ w_{ji}^{m-h}(n+1) = w_{ji}^{m-h}(n) - \eta \Delta w_{ji}^{m-h}(n), \quad i \in 1, N(1), \quad j \in 1, N(1). \]

\[ w_{ji}^{h-h}(n+1) = w_{ji}^{h-h}(n) - \eta \Delta w_{ji}^{h-h}(n), \quad i \in 1, N(1), \quad j \in 1, N(1). \]

\[ u_{ji}^{m-z}(n+1) = u_{ji}^{m-z}(n) - \eta \Delta u_{ji}^{m-z}(n), \quad i \in 1, N(0), \quad j \in 1, N(3). \]

\[ u_{ji}^{h-z}(n+1) = u_{ji}^{h-z}(n) - \eta \Delta u_{ji}^{h-z}(n), \quad i \in 1, N(0), \quad j \in 1, N(3). \]

\[ v_{ji}^{m-r}(n+1) = v_{ji}^{m-r}(n) - \eta \Delta v_{ji}^{m-r}(n), \quad i \in 1, N(0), \quad j \in 1, N(0). \]

\[ v_{ji}^{h-r}(n+1) = v_{ji}^{h-r}(n) - \eta \Delta v_{ji}^{h-r}(n), \quad i \in 1, N(0), \quad j \in 1, N(0). \]

where \( \eta \) is a parameter that determines the learning speed (for large \( \eta \), learning is faster, but the risk of getting the wrong decision increases), \( 0 < \eta < 1 \).
\[
\Delta w_{ij}^{h-out}(n) = y^h_j(n) \delta^o_j(n), \\
\Delta w_{ij}^{m-n}(n) = (1 - r_j(n)) y^m_i(n) \delta^o_j(n), \\
\Delta w_{ij}^{h-h}(n) = r_j(n) y^h_j(n-1) \delta^o_j(n), \\
\Delta w_{ij}^{n-z}(n) = y^m_i(n) \delta^i_j(n), \\
\Delta w_{ij}^{h-z}(n) = y^h_i(n-1) \delta^i_j(n), \\
\Delta w_{ij}^{h-r}(n) = y^h_i(n) \delta^i_j(n), \\
\Delta w_{ij}^{b-r}(n) = y^b_i(n-1) \delta^i_j(n), \\
\delta^o_j(n) = f'(s^o_j(n))(y^o_j(n) - d_{\mu_j}), \\
\delta^i_j(n) = g'(s^i_j(n))(1 - z_j(n)) \left( \sum_{l=1}^{N} w_{jl}^{h-out}(n) \delta^o_l(n) \right), \\
\delta^h_j(n) = f'(s^h_j(n))(y^h_j(n-1) - g(s^h_j(n))) \left( \sum_{l=1}^{N} w_{jl}^{b-out}(n) \delta^h_l(n) \right), \\
\delta^b_j(n) = f'(s^b_j(n)) \left( \sum_{l=1}^{N} w_{jl}^{h-h}(n) y^h_i(n-1) - \sum_{l=1}^{N} w_{jl}^{m-h}(n) y^m_i(n) \right) \delta^i_j(n). 
\]

Block 7 – Verification of the termination condition

If \( n \mod P > 0 \), then increase the number of the training pair \( \mu \) by one, increase the iteration number \( n \) by one, and go to block 4.

If \( n \mod P = 0 \) and \( \frac{1}{P} \sum_{i=1}^{P} E(n-P+s) > \varepsilon \), then increase the iteration number \( n \) by one and go to block 2.

If \( n \mod P = 0 \) and \( \frac{1}{P} \sum_{i=1}^{P} E(n-P+s) < \varepsilon \), then end.

To increase the probability of falling into a global extremum and the possibility of parallel training of a neural network, the second method of parametric identification is further proposed.
Creation of a method for parametric identification of the MGRU model based on multi-agent metaheuristic search

In this paper, we propose a method for parametric identification of the MGRU model based on simulated annealing particle swarm optimization (SAPSO).

The SAPSO method allows you to find a quasi-optimal vector of parameter values for the MGRU model and consists of the following blocks.

Block 1 – Initialization:

- set the current iteration number \( n \) to one;
- set the maximum number of iterations \( N \);
- set swarm size \( K \);
- set the dimension of the particle position \( M \) (corresponds to the number of the MGRU model parameters);
- position initialization \( x_k \) (corresponds to the parameters vector of the MGRU model)

\[
x_k = (x_{k1}, \ldots, x_{kM}), \quad x_j = \left(x_{j\text{max}} - x_{j\text{min}}\right)U(0, 1) + x_{j\text{max}}, \quad k \in [1, K],
\]

where \( x_{j\text{min}}, x_{j\text{max}} \) are minimum and maximum values, \( U(0, 1) \) is function that provides the calculation of a uniformly distributed random variable on a segment \([0, 1]\);

- initialization of a personal (local) best position \( x_k^{\text{best}} \)

\[
x_k^{\text{best}} = x_k, \quad k \in [1, K];
\]

- speed initialization \( v_k \)

\[
v_k = (v_{k1}, \ldots, v_{kM}), \quad v_j = 0, \quad k \in [1, K];
\]

- create an initial swarm of particles

\[
Q = \left\{(x_k, x_k^{\text{best}}, v_k)\right\};
\]

- determine the particle from the current population with the best position (corresponds to the best parameters vector of the MGRU model in target function)

\[
k^* = \arg\min_{k=1}^K F(x_k), \quad x^* = x_{k^*}.
\]

Block 2 – Modification of the velocity of each particle using simulated annealing

\[
\mathbf{r}_k = (r_{k1}, \ldots, r_{kM}), \quad r_{kj} \in \left[U(0, 1), C(0, 1), N(0, 1)\right], \quad k \in [1, K], \quad j \in [1, M].
\]
where $N(0, 1)$ is function that provides the calculation of a random variable from standard normal distribution, $C(0, 1)$ is function that provides the calculation of a random variable from standard Cauchy distribution, $\alpha_i(n)$ is parameter controlling the contribution of the component $\left(x^k_{best} - x_i\right)(r_{1i})^T$ to the particle’s velocity at the iteration $n$, $\alpha_z(n)$ is parameter controlling the contribution of the component $\left(x^* - x_i\right)(r_{2i})^T$ to the particle’s velocity at the iteration $n$, $w(n)$ is parameter controlling the contribution of the particle’s velocity at the iteration $n-1$ to the particle’s velocity at the iteration $n$, $\alpha_0$ is initial value of $\alpha_i(n)$ and $\alpha_z(n)$ parameters, $w_0$ is initial value of $w(n)$ parameter, $T(n)$ is annealing temperature at the iteration $n$, $T_0$ is initial annealing temperature, $\beta$ is parameter that controls the annealing temperature.

The simulated annealing introduced in this work allow us to establish the inverse correlation between the parameters $\alpha_i(n), \alpha_z(n), w(n)$ and the iteration number, i.e. in the first iterations, the search is global, and in the last iterations, the search becomes local. In addition, in this work, a direct correlation between the parameters $T(n), T_0, \beta = N^{-\frac{1}{N-1}}, T_0 = N^{\frac{1}{N-1}}$, establishes, which allows for automated selection of these parameters.

The choice of initial values of $\alpha_0 = 0.5 + \ln 2$ and $w_0 = \frac{1}{2 \ln 2}$ is standard and satisfies the conditions of a swarm convergence $w < 1$ and $w_0 > \frac{1}{2} (\alpha_i + \alpha_z) - 1$.

Block 3 – Modification of each particle’s position, considering the limitations
\[ x_k = x_k + v_k, \ k \in \{1, K\}, \]

\[ x_{ij} = \begin{cases} x_j^{\text{min}}, & x_{ij} \leq x_j^{\text{min}} \\ x_j, & x_{ij} \in \left(x_j^{\text{min}}, x_j^{\text{max}}\right), \ k \in \{1, K\}, \ j \in \{1, M\}, \\ x_j^{\text{max}}, & x_{ij} \geq x_j^{\text{max}} \end{cases} \]

\[ v_{ij} = \begin{cases} v_j, & v_{ij} \in \left(x_j^{\text{min}}, x_j^{\text{max}}\right), \ k \in \{1, K\}, \ j \in \{1, M\}, \\ 0, & v_{ij} \in \{x_j^{\text{min}}, x_j^{\text{max}}\} \end{cases} \]

Block 4 – Determining the personal (local) best position of each particle
If \( F(x_k) \leq F(x_k^{\text{best}}) \), then \( x_k^{\text{best}} = x_k \), \( k \in \{1, K\} \).

Block 5 – Determining the particle from the current population with the best position
\[ k^* = \arg \min_{k \in \{1, K\}} F(x_k) \]

Block 6 – Determining the global best position
If \( F(x_{k^*}) < F(x^*) \), then \( x^* = x_{k^*} \).

Block 7 – Stop Condition
If \( n < N \), then increase the iteration number \( n \) by 1 and go to block 2.

The proposed method is intended for implementation through a multi-agent system.

6 Numerical study

Table 2 presents the used lexemes and their categories, moreover the case when there is no lexeme is taken into account too.

<table>
<thead>
<tr>
<th>Lexeme category</th>
<th>Lexeme</th>
<th>Lexeme category</th>
<th>Lexeme</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>empty lexeme</td>
<td>V-INTR</td>
<td>think, sleep</td>
</tr>
<tr>
<td>N-H</td>
<td>man, woman</td>
<td>V-TR</td>
<td>see, chose</td>
</tr>
<tr>
<td>N-AN</td>
<td>cat, mouse</td>
<td>V-AGP</td>
<td>move, break</td>
</tr>
<tr>
<td>N-IN</td>
<td>book, rack</td>
<td>V-P</td>
<td>smell, see</td>
</tr>
<tr>
<td>N-AGR</td>
<td>dragon, monster</td>
<td>V-D</td>
<td>break, smash</td>
</tr>
<tr>
<td>N-FR</td>
<td>plate, glass</td>
<td>V-EAT</td>
<td>eat</td>
</tr>
<tr>
<td>N-F</td>
<td>break, cookie</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Before starting the parametric identification of the MGRU model, each letter of each lexeme is encoded. Table 3 presents the codes for each letter of the English alphabet, as well as a space.
Table 3. Letter codes

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Space</td>
<td>00000</td>
<td>g</td>
<td>00111</td>
<td>n</td>
<td>01110</td>
<td>u</td>
<td>10101</td>
</tr>
<tr>
<td>a</td>
<td>00001</td>
<td>h</td>
<td>01000</td>
<td>o</td>
<td>01111</td>
<td>v</td>
<td>10110</td>
</tr>
<tr>
<td>b</td>
<td>00010</td>
<td>i</td>
<td>01001</td>
<td>p</td>
<td>10000</td>
<td>w</td>
<td>10111</td>
</tr>
<tr>
<td>c</td>
<td>00011</td>
<td>j</td>
<td>01010</td>
<td>q</td>
<td>10001</td>
<td>x</td>
<td>11000</td>
</tr>
<tr>
<td>d</td>
<td>00100</td>
<td>k</td>
<td>01111</td>
<td>r</td>
<td>10010</td>
<td>y</td>
<td>11001</td>
</tr>
<tr>
<td>e</td>
<td>00101</td>
<td>l</td>
<td>01100</td>
<td>s</td>
<td>10011</td>
<td>z</td>
<td>11010</td>
</tr>
<tr>
<td>f</td>
<td>00110</td>
<td>m</td>
<td>01101</td>
<td>t</td>
<td>10100</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In this work, a neural network forecast of the third lexeme by the previous two lexemes was carried out. Lexemes combination patterns are presented in table 4.

Table 4. Lexemes combination templates

<table>
<thead>
<tr>
<th>First lexeme category</th>
<th>Second lexeme category</th>
<th>Third lexeme category</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-H</td>
<td>V-EAT</td>
<td>N-F</td>
</tr>
<tr>
<td>N-H</td>
<td>V-P</td>
<td>N-IN</td>
</tr>
<tr>
<td>N-H</td>
<td>V-D</td>
<td>N-FR</td>
</tr>
<tr>
<td>N-H</td>
<td>V-INTR</td>
<td>E</td>
</tr>
<tr>
<td>N-H</td>
<td>V-TR</td>
<td>N-H</td>
</tr>
<tr>
<td>N-H</td>
<td>V-AGP</td>
<td>N-IN</td>
</tr>
<tr>
<td>N-H</td>
<td>V-AGP</td>
<td>E</td>
</tr>
<tr>
<td>N-AN</td>
<td>V-EAT</td>
<td>N-F</td>
</tr>
<tr>
<td>N-AN</td>
<td>V-TR</td>
<td>N-AN</td>
</tr>
<tr>
<td>N-AN</td>
<td>V-AGP</td>
<td>N-IN</td>
</tr>
<tr>
<td>N-AN</td>
<td>V-AGP</td>
<td>E</td>
</tr>
<tr>
<td>N-IN</td>
<td>V-AGP</td>
<td>E</td>
</tr>
<tr>
<td>N-AGR</td>
<td>V-D</td>
<td>N-FR</td>
</tr>
<tr>
<td>N-AGR</td>
<td>V-EAT</td>
<td>N-H</td>
</tr>
<tr>
<td>N-AGR</td>
<td>V-EAT</td>
<td>N-AN</td>
</tr>
<tr>
<td>N-AGR</td>
<td>V-EAT</td>
<td>N-F</td>
</tr>
</tbody>
</table>

The number of neurons in the input layer is calculated as

\[ N^{(0)} = 2 \cdot \text{MaxLenLexem} \cdot \text{LenCode}, \]

where \( \text{LenCode} \) is code length of one letter (according to table 3, \( \text{LenCode} = 5 \)), \( \text{MaxLenLexem} \) is maximum lexeme length (according to table 2 \( \text{MaxLenLexem} = 7 \)).

If the lexeme is shorter than \( \text{MaxLenLexem} \), it is completed with spaces on the right. An empty lexeme consists of only spaces.

The number of neurons in the output layer is calculated as

\[ N^{(2)} = \text{MaxLenLexem} \cdot \text{LenCode}. \]
The parametric identification of the MGRU model was carried out for 10,000 training implementations based on the proposed multi-agent metaheuristic search.

Table 5 presents the forecast probabilities obtained for 1000 test implementations based on the proposed MGRU model and artificial neural networks’ traditional models.

Table 6 presents the number of parameters (link weights) for the proposed MGRU model and artificial neural networks’ traditional models, which is directly proportional to the computational complexity of parametric identification.

### Table 5. Forecast probability

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Network</th>
<th>JNN</th>
<th>ENN (SRN)</th>
<th>BRNN</th>
<th>complete LSTM</th>
<th>GRU</th>
<th>MGRU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forecast probability</td>
<td></td>
<td>0.8</td>
<td>0.85</td>
<td>0.9</td>
<td>0.95</td>
<td>0.93</td>
<td>0.95</td>
</tr>
</tbody>
</table>

### Table 6. Number of parameters

<table>
<thead>
<tr>
<th>Network</th>
<th>Criterion</th>
<th>Number of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>JNN</td>
<td></td>
<td>(N^{(1)} \cdot (N^{(0)} + 2 \cdot N^{(2)}))</td>
</tr>
<tr>
<td>ENN (SRN)</td>
<td></td>
<td>(N^{(1)} \cdot (N^{(0)} + N^{(1)} + N^{(2)}))</td>
</tr>
<tr>
<td>BRNN</td>
<td></td>
<td>(2 \cdot N^{(1)} \cdot (N^{(0)} + N^{(1)} + N^{(2)}))</td>
</tr>
<tr>
<td>complete LSTM</td>
<td></td>
<td>(N^{(0)} \cdot N^{(1)} + M \cdot N^{(1)} \cdot (N^{(0)} + N^{(1)} + N^{(2)} + N^{(1)} \cdot M))</td>
</tr>
<tr>
<td>GRU</td>
<td></td>
<td>(3 \cdot N^{(1)} \cdot (N^{(0)} + N^{(1)} + N^{(2)}))</td>
</tr>
<tr>
<td>MGRU</td>
<td></td>
<td>(3 \cdot N^{(1)} \cdot (N^{(0)} + N^{(1)} + N^{(2)}))</td>
</tr>
</tbody>
</table>

For a complete LSTM, GRU, MGRU, the number of neurons in the hidden layer is calculated as \(N^{(1)} = N^{(0)}\).

For JNN, ENN (SRN), BRNN, the number of neurons in the hidden layer is calculated as \(N^{(1)} = 2 \cdot N^{(0)}\).

For LSTM, the number of memory cells is set as \(M = 1\).

According to tables 5-6, MGRU and complete LSTM give the best forecast probability results, but MGRU, unlike LSTM, has fewer parameters, i.e. less computational complexity.

The increase in accuracy of MGRU prediction was made possible by introducing a multiplier \((1 - r_j(n))\) for the weighted sum of the neurons outputs in the input layer. This allows to more accurately control the share of information coming from the input layer and the hidden layer, as well as by using the metaheuristic determination of the MGRU models parameters.

The limitations of this work include the MGRUs full connectivity, the requirement for more parameters than in ENN (SRN), MGRU testing only on trigrams.
Like the BERT system, the proposed MGRU can work with context-free and context-sensitive grammars, but unlike BERT, it can be used not only for English.

The practical contribution of this work consists in the fact that it allows to predict alphabetic and/or phoneme sequences through an artificial neural network, the training of which is based on the proposed metaheuristics, which allows to increase the accuracy of the forecast and can be used as an intermediate stage in the speech understanding system.

7 Conclusions

1. To solve the problem of insufficient quality of the natural language sequences analysis, the corresponding neural network forecast methods were studied. To increase the efficiency of training neural networks, metaheuristic methods were studied.
2. The created model of the modified gated recurrent block allows for more precise control of the share of information coming from the input layer and the hidden layer, which increases the forecast accuracy.
3. The created method of parametric identification of the MGRU model based on simulated annealing particle swarm optimization reduces the probability of getting into local extremum and replaces batch training with multi-agent training, which increases the forecast probability and the training speed.
4. The proposed method for predicting natural language constructions based on a modified gated recurrent block can be used in various intelligent natural language processing systems.
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