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Abstract. Weakly-annotated data correspond to data manually annotated with "weak" 

labels. Weak labels refer to global tags, at document level, with no information about the 

precise location (in time or space) of the events of interest. Deep neural networks can be 

trained with these data as predictors of the tags of interest. We would like to design methods 

to go further by trying to use these networks to also predict where the events of interest are 

localized within the input data. Weakly-supervised deep learning approaches will be 

described, with sound event detection and hate speech detection as a use cases. I will review 

two main research directions: i) the introduction of attention mechanisms in the network 

architecture, ii) the use of Multiple Instance Learning inspired objective functions. I will 

comment on their limitations and how these could be overcome. 
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