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Abstract. Computational intelligence methods are widely used to solve many 
complex problems, including, of course, traditional: Data Mining and such new 
directions as Dynamic Data Mining, Data Stream Mining, Big Data Mining, Web 
Mining, Text Mining, etc. One of the main areas of computational intelligence are 
evolutionary algorithms that essentially represent certain mathematical models of 
biological organisms evolution. In the paper adaptive methods of fuzzy clustering 
using on evolutionary cat swarm optimization were proposed. Using proposed 
approach it’s possible to solve clustering task in on-line mode. 
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1 Introduction 

The task of classification in the self-learning mode (clustering) of multidimensional 
data is an important part of traditional intellectual analysis such as Data Mining, 
Dynamic Data Mining, Data Stream Mining, Big Data Mining, Web Mining [1, 2]. 

One of the main areas of computational intelligence are the so-called evolutionary 
algorithms, which are mathematical models of biological organisms evolution. The 
problem connected with by vector-observations, clustering often occurs in many 
applications of data mining, and first of all in data fuzzy clustering when processing 
vector-observation with different levels of probability possibility, credibility etc. can 
belong to more than one class. 

Very effective are Kohonen self-organizing maps [3] and the evolutionary 
algorithms  that can improve data clusterization in case, when the data are processed 
sequentially in online mode. 

The problem of fuzzy clustering of data arrays is considered in the conditions when 
the formed clusters arbitrarily overlap in the space of features. The source information 
for solving the problem is an array of multidimensional data vectors, formed by a set 

of vector-observations ( (1), (2),..., ( ),... ( )) nX x x x k x N R   where k  in the general 

case the observation number in the initial array, 1( ) ( ( ),..., ( ),.. ( ))Ti nx k x k x k x n . The 

result of clustering is the partition of this array on m overlapped classes with 



prototypes-centroids n
jCl R , 1,2,...,j m , and computing of membership levels 

0 ( ) 1jU k   of each vector-observation ( )x k  to every cluster jCl . 

2 Adaptive algorithm for probabilistic fuzzy clustering (APrFC) 

The goal function of popular probabilistic clustering has the form [4] 
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in case when the 2   - parameter that is called fuzzyfier and defines "blurring" the 

boundaries between classes we come to a decision, that has the form 

1
2 2( 1) ( ) ( )

1

1

( 1) ( 1) 2 ( 1) 2

1 1

( ) * ,

( ( )) * ( ( )) .

m

j k j k l
l

N N

q j k j
k k

U k x Cl x Cl

Cl U k x U k

  

  


 




  

 

  
    

  


 
  

 



 

 



                 (3) 

The process of fuzzy clustering can be organized in on-line adaptive mode 
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3 Adaptive algorithm for possibilistic fuzzy clustering (APosFC) 

The goal function of possibilistic clustering has the form  
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where 0  - the scalar parameter that specifies the distance at which the level of 

membership equals 0.5. 

Minimizing the equation (5) relatively, ( )jU k , qCl  and j  we obtain the system 

of equations (6) 
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in case when the 2  we come to a decision, that has the form (7): 
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In the online mode algorithms (6), (7) can be written in recurrent form (8) 
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that permits to solve the fuzzy clustering task in sequental mode. 

4 Adaptive Credibilistic Fuzzy Clustering (ACrFC) 

Credibilistic fuzzy clustering is associated with minimizing the goal function (10) 
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with constraints  0  1 , ;qCr k q k    supCr (k) 0,5q k  ;     1q lCr k supCr k   for 

any q  and k  for which   0.5qCr k  . Here  qCr k  – credibility that observation kx  

belongs to a cluster qCl . In this case, the membership level is calculated using on the 

membership function [5, 6] 

    ,q q k qU k D x Cl                                                (11) 

where:  q   – monotonically decreases in the interval [0, ] ,   10q  , 

  0q   . 

It is easy to see that function (11) is essentially measure of similarity based on 
distance [7]. As such a function, it was proposed in [8] to use the expression 

     1
2 , .1q k qU k D x Cl


                                            (12) 

It is interesting to note that expression (12) can be rewritten in the form 
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that for the Euclidean metric and 2   takes the form of a Cauchy distribution 

density function with a width parameter 2
q  [9]    
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It is easy to see that the membership function (13) is a special case of (14) for 
2 1q  . 

Finally, a batch algorithm of credibilistic fuzzy clustering can be written in the 
form [5, 6]: 
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Based on this formulas, we can introduce into consideration online version of the 
credibilistic fuzzy clustering method in the form 
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Therefore, from a computational point of view, the online algorithm for 
credibilistic fuzzy clustering is no more complicated than the recurrent versions of 
FCM and PCM, while retaining the advantages of a credibility approach. 

5 Evolutionary Cat Swarm Optimization 

To search global extremum of a function (1) (5) and (10) it is expedient to use the bio-
inspired evolutionary particles swarm optimization algorithms [10]. Among the 
swarm algorithms, one of the fastest ones are the so-called algorithms of the cats 
swarm [11, 12], that proved to be effective in solving a wide range of Data Mining 
tasks. 

Cat swarm-CS model of behavior, assumes that each cat pcat  of swarm consisting 

of Q  individuals ( 1,2,..., )p Q , can be in one of two states: Seeking Mode (SM) 

and Tracing Mode (TM). In this case, the seeking mode is associated with slow 
movements with a slight amplitude near the initial position (space scanning in the 
vicinity of the current position), and the tracing mode that is determined by fast jumps 

with a large amplitude and allows the cat pcat  go put from local extremum, if she got 

there. The combination of local scanning and abrupt changes in the current state 
makes it more likely to find a global extremum compared to traditional multi-extrema 
optimization methods. 

In the general case, both of these modes for each of the cats swarms can be 
described by the recurrent optimization procedure [13] 

ˆ( 1) ( ) ( ( ) ( 1)) ( ( )) ( ),p p p p M pcat cat cat cat E cat                 
 (21) 



where ( 1)pcat    - state of p -th cat of swarm on  -th iteration of the search,   - 

parameter that determines the inertia properties of the tracing mode. In a case when 
0   process optimization approaches to the standard gradient search.  - seeking 

mode step, ˆ ( ( ))pE cat   - gradient estimate of the goal function (1), (5) and (10) in 

the neighborhood of the point ( )pсat  , ( )  - a random component that introduces 

additional stochastic motions into the tracing process,   - parameter that specifies 

the amplitude of these movements. 
In this algorithm, each cat can have two parallel states: search mode and tracking 

mode. This approach provides a search for a global extremum in the case when the 
number of cats in the swarm is sufficient. 

6 Experimental research 

Fuzzy clustering based on evolutionary cat swarm optimization (CSO) was 
performed on four different data samples: Iris, Cancer, Wine and Glass. Each of the 
data sets has a number of parameters, presented in Table 1. 

Table 1. Characteristic Parameters of the Samples 

Data Set 
Number of 

clusters 
Number of  
attributes 

Number of 
observations. 

Iris 3 4 150 
Cancer 2 9 683 
Wine 3 13 178 
Glass 6 8 214 

Table 2. Parameters of cat swarm optimization algorithm (CSO) 

Parameters Value 
SRD Random [0,1] 
Seeking memory Pool (SMP) 5 

Population size Number of clusters 

r1 Random in [0,1] 
c1 Const 
SPC Random in [0,1] 
Number of iteration Manually 

 



Table 3. Comparative results of time processing of clustering algorithms 
such as Fuzzy c-means algorithm (FCM), Particle Swarm Optimization (PSO), Gauss 

– Seidel algorithm (GSA), CSO, APrFCCSO, APosFCCSO and ACrFCCSO 

Data 

Set 
FCM PSO GSA CSO 

APrFC 

CSO 

APosFC 

CSO 

ACrFC 

CSO 

Cancer 0.009 0.138 0.204 0.026 0.007 0.010 0.012 

Glass 0.010 0.431 0.431 0.021 0.020 0.025 0.024 

Iris 0.008 0.020 0.022 0.043 0.012 0.017 0.015 

Wine 0.009 0.282 0.098 0.076 0.013 0.015 0.013 

 
Also conducted a comparative analysis of the quality of clustering data on the 

main characteristics quality ratings, such as: Partition Coefficient (PC), Partition 
Index (SC), Xie and Beni’s Index (XB) of existing clustering methods and proposed 
method. 

Table 4. Evaluation of the quality of fuzzy clustering methods data 

Data clustering methods PC SC XB 

Fuzzy C-means 0.50 1.62 0.19 

Adaptive probabilistic fuzzy clustering 0.25 1.44 0.01 

Adaptive possibilistic fuzzy data clustering 0.26 1.22 0.01 

Adaptive credibilistic fuzzy data clustering 0.24 1.25 0.01 

Adaptive probabilistic fuzzy clustering 

CSO (APrFCCSO) 
0.22 1.37 0.25 

Adaptive possibilistic fuzzy data clustering 

CSO (APosFCCSO) 
0.23 0.95 0.01 

Adaptive credibilistic fuzzy data clustering 

CSO (ACrFCCSO) 
0.22 0.70 0.15 

Table 5. Results of clustering CSO, APrFCCSO, APosFCCSO and 
APosFCCSO with a different number of iterations (average error in%) 

Number  

of iterations CSO 

Number of 

iterations 

APrFCCSO 

Number of 

iterations 

APosFCCSO 

Number of 

iterations 

APosFCCSO 

Data 

Set 

50 100 150 50 100 150 50 100 150 50 100 150 
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Table 6 – Comparative results of perfomance indicators of algorithms such as 
PSO, CSO, APrFCCSO, APosFCCSO and APosFCCSO for 1st database 

Data 
Set 

MSE PSO CSO APrFCCSO APosFCCSO APosFCCSO 

Best 74 10  109 10  118.4 10  118.8 10  118.56 10  

Median 67 10  97.3 10  105.2 10  105.4 10  105.5 10  Iris 

Worst 51.2 10  99.3 10  109.6 10  109.4 10  109.4 10  

Best 71.3 10  108 10  118.5 10  118.4 10  118.35 10  

Median 67 10  94.4 10  117.6 10  116.6 10  116.55 10  Cance 

Worst 52.02 10  96.8 10  107.8 10  107.78 10  107.8 10  

Best 61.4 10  107 10  119.5 10  119.0 10  118.95 10  

Median 55 10  94 10  116.6 10  116 10  115.95 10  Wine 

Worst 52 10  96 10  106.8 10  106.7 10  106.69 10  

Best 72.5 10  107.9 10  118.7 10  118.4 10  118.35 10  

Median 66.9 10  95 10  117.7 10  117.8 10  117.77 10  Glass 

Worst 53 10  95.9 10  107.7 10  107.5 10  107.49 10  

7 Conclusion 

The problem of fuzzy clustering based on probabilistic, possibilistic and credibilistic 
online approaches was considered. The recurrent modifications of well-known batch 
procedures designed to solve problems of Data Stream Mining allow to process 
information in online mode as sequential additions to the system under consideration. 
Since the goal functions of fuzzy clustering in the general case are multi-extremal, 
was is proposed to refine the solutions using swarm evolutionary optimization 



algorithms. The modification introduced on the basis of the optimization procedure 
cat swarms with improved properties through the use of a stochastic gradient estimate 
was proposed. 

The experiments confirmed the effectiveness of the developed approach, which is 
characterized by simplicity of numerical implementation and a sufficiently high 
convergency rale. 
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