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Abstract. In this paper, we propose the solution of visual objects recognition in 
computer vision problems using the classification of descriptors of image key-
points based on the training of Kohonen neural network on the description data 
of etalon images. According to the results of training within the set of etalons, 
the image classification method has been improved by defining a specific data 
space in the form of a statistical center for each etalon. We propose mathemati-
cal models for the bitwise analysis of multiple descriptors searching for the cen-
ters and the method for convolution of descriptions from multiple descriptors 
with the determining a posteriori probabilities for the system of bit centers. 
Methods of data space transformation of description bits are proposed for vari-
ous options for Kohonen network training, processing and estimation of class 
centers. The software implementation of the changed classifier was performed 
as well as the processing time with different options for determining the space 
of training data was estimated. Experimental researches confirmed the high ef-
ficiency of classification preserving sufficient performance and the ability to 
use proposed methods in real-time applications. 
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1 Introduction 

Accuracy and performance are the main indicators in computer systems when recog-
nizing visual objects. Structural methods of image classification based on the use of 
neural networks as a way to identify patterns on the set of features of structural de-
scriptions of the etalon base have become widespread in applied problems [1-6]. The 
result of training the network using the integrated feature space in the form of “data 
centers” is used for classification, which speeds up the calculation process [7]. 

Modern structural methods are based on the detection of keypoints of images and 
classification models in the space of binary vectors [3-6]. The keypoint is a coordi-
nate-fixed numerical vector (descriptor), which reflects the properties of some of its 
surroundings. Many descriptors of keypoints provide the opportunity to recognize 



images effectively and quickly. Modern keypoint generation methods (detectors), for 
example, ORB (Oriented FAST and Rotated BRIEF) [5] or BRISK (Binary Robust 
Invariant Scalable Keypoints) [6], also calculate keypoint descriptors in the form of 
binary vectors [1-6]. 

The main advantages of modern ORB and BRISK detectors are that they provide 
high performance with comparative or better accuracy than SIFT (Scale Invariant 
Feature Transform) and SURF (Speeded up Robust Features), because of the signifi-
cant simplification of the processing using binary descriptors. 

The investigation of the adaptive properties and parametric characteristics of neural 
networks for training in image classification problems with a variety of keypoint de-
scriptors [8, 9] and almost unlimited variety of data being analyzed is important for 
data science. 

It is also important to research the effectiveness of network training schemes that 
take into account the proximity of elements of various classes in the constructed fea-
ture space. 

The implementation of Kohonen networks into the classification process makes it 
possible to tune methods to process arbitrary sets universally and successfully [10]. 
Classification quality directly depends on the results of training the network on a set 
of descriptors of the training sample [11].  

Leading for the classification is the study of the possibilities and properties of the 
learning process of a neural network in terms of the most efficient use or transforma-
tion of the data space, and the research of in-depth training schemes.  

The aim of the work is to improve the method for classifying images within the da-
tabase of database of etalons on the detection of keypoint descriptors by defining a 
specific data space for network training and applying the classification to training 
results. 

2 Formal problem statement 

Let  nRxxW  | , nRW   be the space of structural features (descriptors of key-

points) of images. The base of descriptions of samples (etalons) WZ   is given in 

the form of a set  J

j
jZZ 1 , j

j Zcards  , Zcards  ,  j jss . Moreover, 

each attribute jj
i Zx   is associated with a certain etalon jZ  of the base in terms of 

membership in it. 
The main task of training the Kohonen network is to establish a classifier in terms 

of the formation of a system of centers for etalon data, the effective use of the etalon 
information placed in the descriptions to ensure high classification efficiency. 

The purposes of the work are the use of the Kohonen neural network to train the 
classification system in a specific data space, analyze the options for training the net-
work, study adaptive capabilities and assess the effectiveness of the functioning of the 
network and the effectiveness of classification by software modeling. 



3 Literature review 

We know the use of various types of neural networks for pattern recognition of visual 
objects for tasks such as getting key parameters or features of given patterns, classify-
ing patterns or characteristics already got from them [12, 13], and solving optimiza-
tion problems. An example of the use of a single-layer neural network on multivalued 
neurons is classification using the frequency characteristics of the image [14]. As a 
rule, applied experiments are based on information obtained from training a network 
in a fixed dataset. 

It is known to use a multilayer neural network to classify images of faces (fea-
tures – nose, mouth, eyes) [15]. The use of a neural network for classifying images 
was demonstrated when the results of decomposition by the principal component 
method are input to the network [16]. As a rule, a neural network to reduce the di-
mensionality of data is used precisely to calculate the key characteristics of the image 
which are used for further classification [17, 18]. 

A neural network detector was used to detect a human image [19]. The training 
was based on images that contain and do not contain images of people. To increase 
the reliability of detection, a complex of neural networks trained in different initial 
weights was used. Each of the networks gives its error, so the final decision was made 
by voting. 

A unique effect on the classification problem is provided by networks that can self-
organize – Kohonen neural networks, they provide a topological ordering of the input 
image space. Unlike other methods, the topological ordering of classes preserves the 
similarity of input images [20], which is especially useful in classifying many classes. 
The change of the Kohonen network weights is carried out by the competitive training 
method with a sufficiently high processing speed. 

The application of the gradient descent algorithm is presented when setting weights 
in the Kohonen network [21]; the search for the minimum point is carried out in the 
opposite direction to the gradient of the optimized function. Such an algorithm is 
characterized by a “dip into the pit of a local minimum”, when the modification of the 
parameters practically ceases, despite the presence of another deeper extremum. This 
problem can be partially solved if we take into account the factors of change of each 
weight [22] or take into account the value of second-order derivatives [20]. An analy-
sis of the sources [13-22] showed that the most common use of Kohonen neural net-
works is precisely when solving the classification problem without a teacher, for clus-
tering. 

The Kohonen network can recognize clusters in data and establish the proximity of 
classes [23]. Thus, it is possible to improve understanding of the data structure to 
further refine the neural network model by adjusting the existing rules for classifying 
objects. We can use the Kohonen network in classification problems where classes are 
already given [23]. It is important that, if, after recognition, the Kohonen network 
encounters a data set is unlike any of the samples known to it, then it classifies such a 
set as a new class [20]. The Kohonen network is studied by the method of successive 
approximations [23]. The training, in this case, does not consist in minimizing the 



error, but in fine-tuning the internal network parameters for a maximum match with 
the input data. 

The author’s monograph [23] contains a variety of approaches to building and 
training networks, which allows you to choose the network structure by the data being 
analyzed. In general, the application of the Kohonen network in computer vision sys-
tems is aimed at identifying the most significant features of the image which are sub-
sequently used for recognition [20-22]. 

The statement of the problem of cluster formation on a set of descriptors is studied 
[3, 4], and the classification efficiency based on cluster centers for the Leeds Butterfly 
application dataset is evaluated [20, 22]. 

Researches related to the formation of initial centers on the basis of statistical pro-
cessing of multiple descriptors contribute to more efficient data self-organization [2, 
7]. Learning options for learning a network on a set of descriptors related to the num-
ber of adapted neurons in the learning algorithm are studied [11]. With an increase in 
the number of such neurons, the quality of training improves by increasing the proc-
essing time. 

In this paper, the keypoints binary descriptors dataset was generated using an ORB 
detector, justified the choice of which in [11]. 

4 Analysis and selection of learning options for the Kohonen 
network 

The purpose of training the network in this formulation is to form a system of centers 
on a multitude of descriptors of the etalon base. Let us introduce the Kohonen net-
work learning procedure as a sequence of stages [11, 20]. 

Stage 1. Choose the elements of the training set in the form of a set of  J

j
jZZ 1  

descriptions of all elements of the database of etalons. 

Stage 2. Initiate the matrix of weights  J

jjmM
1

 , where the rows are the formed 

vectors of neurons of jm  centers of classes, so j
ij xm  , jj

i Zx  , where i  is the 

number of an arbitrary vector from the class of samples jZ .  
Stage 3. Choose the current element Zz  , for each  Jj ,,2,1   we calculate 

the distance ),( jj mzq   and determine the class d  of the inner neuron: 

j
j

qd minarg . 

Stage 4. Calculate the changes in the weights for the neurons of the output network 
layer 

 )(),,( jj mztdjhm    (1) 

where   is the learning rate, ),,( tdjh  – the value of the neighborhood function for 

neuron number j  at the time of training t . 



Usually,  )(/),(exp),,( tmdmjtdjh   is defined as a Gaussian function, and 

radius )exp(/1)( 2 tt  of the outskirts decreases with increasing parameter t , 

st ,,1  . 

Stage 5. Adjust the matrix of weights MMM   in step t . 
Stage 6. Continue learning the Kohonen network (stages 3-5) until list Z  is com-

pleted. 
Stage 7. Verify the fulfillment of the termination condition of the Kohonen net-

work. Traditionally, the criterion is the error value or the total distance between the 
centroid systems at steps t  and )1( t . If the stopping condition is not fulfilled, we 

continue training by stage 3, the selection of data from set Z  is carried out in a fixed 
or random order. 

In practice, we apply another common criterion for stopping network learning in 
the form of a fixed number of iterations [16]. This choice is made to evaluate and 
compare training time in existing data spaces. As a result of the training, we get a 
system of centers that is adapted to recognize arbitrary structural descriptions based 
on the training sample of the database of etalons. 

The choice of metric in stage 3 is determined by the space of descriptors and the 
method of forming the centers. For binary ORB descriptors, we will use the Hamming 
metric. To carry out the learning of the Kohonen network, the square of the Euclidean 
metric was used in the experiments, even though for binary features the value of the 
Hamming metric and Euclidean distance is identical. 

The quality of classification directly depends on the learning outcomes of the sys-
tem and the available set of structural descriptions of the training sample. 

Let us focus on possible applied versions of the modified definition of the space of 
educational data in the form of:  

a) multiple descriptors for each sample; 
b) sets of sample descriptors for which the statistical procedures for the formation 

of class centers have been previously applied [2, 11]; 
c) systems of centers for each sample class. This option differs from b) in that a 

class of centers is formed based on each of the samples; 
d) implementation of the convolution procedure for the center system of each sam-

ple. 
Options c) and d) carry out a more in-depth analysis, taking into account the char-

acteristics of each of the samples as representatives of the class. 
Training of the Kohonen network during the experiments, normalized data were 

used to maintain a sufficient distance between neurons to ensure effective separation 
of classes.  

The effectiveness of the classification of visual objects according to a set of key-
points using the Kohonen network directly depends on such fundamental interrelated 
factors: a dataset as a set of descriptors, a data space for training, pre-processing 
methods are applied (the method of forming descriptors or the initial choice of cen-
ters), a metric for comparing descriptors, the size of the tuple adapted during the train-
ing of neurons. 



As a criterion for assessing the quality of classification (error value), we choose a 
value that calculates the proportion of the elements of the training sample Z , which, 
according to the results of the classification, fell into the wrong class [11, 24-26]. We 
set the criterion as 

  


J

j jj sas
1

/)( , (2) 

where ja  is the number of features from their total number js  in the description of 

the etalon jZ , classified in the classification process as class j . The value   reflects 

the level of erroneous decisions in the classification. The closer   is to zero, the 

higher is the quality of classification in the training set. 
We analyze three basic options for constructing a classifier which differs in the 

number of neurons that are modified in the learning process: 
– only the winning neuron is configured; 
– three neurons that are closest in distance to the winner neuron are modified; 
– the complete network of neurons is modified by the distance to the winner’s neu-

ron. 
Let us evaluate the recognition performance using these training options for the 

Kohonen network depending on the data management parameters that are different in 
depth of data analysis. 

The indicated training options for the classifier fundamentally differ only in 
stage 4, where function ),,( tdjh  is calculated differently. To achieve convergence, 

condition  1,0),,( tdjh  must be fulfilled. However, the option when only the win-

ning neuron is tuned implements rough recognition. The variant, where three neurons 
are modified that are closest in distance to the winner neuron, classifies each element 
under research to one of the three nearest centers. The variant where the complete 
network of neurons is modified in accordance with the distance to the winner’s neu-
ron performs the most complete processing, relating the considered descriptor to all 
class centers at the same time, but with different weights proportional to the distance 
[11]. 

5 Ways to transform a data space for learning 

Given the binary representation of ORB descriptors, we apply bitwise processing and, 

at the pre-processing stage, for each etalon description jZ , we determine the class 
center vector based on a logical rule that compares the total number of units for each 
of 256 bits of the entire set of description descriptors and half of their number [2, 7]: 
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where )(bxd  is a bit with number b  of the descriptor and number d  in the etalons 

description. 
According to (3), the values of each of the bits for center jm  are determined by the 

bits of the total set of descriptors belonging to etalon number j . Center (3) reflects 

the statistical properties of the sample or class. During the research, centers (3) can be 
used to define the learning data space in the variants of classification b) and c). 

An important characteristic for options a) and b) of learning the Kohonen network 
is the training time to ensure the classification is effective. The potential need is to 
increase the number of keypoints because ORB and other detectors sometimes select 
keypoints that do not contribute to the efficient classification of the image which in-
troduces the requirement to consider alternatives by method (3), which reduces to 
comparing the obtained centers. This enables the neural network to significantly re-
duce the time of training and classification. Another option is to increase the number 
of generated keypoints and use pre-processing methods to obtain image descriptions. 

The main function of neural networks is a generalization of the system of attributes 
for an image [20]. Most of all, this concerns convolutional neural networks, whereby 
targeted processing, which is typical for computer image analysis methods, a signifi-
cant reduction in the total number of parameters of the network model is achieved to 
minimize network retraining [23, 27]. 

We interpret the image described by bitmaps of the descriptors of etalon jZ  in the 
form of a probability map 
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that in the values of vector jp  integrates the spatial information of description jZ  

by adding the values of the bits of the descriptors to obtain a shortened model of the 

input data [3, 28]. Vector jp  summarizes the characteristics of the image by supply-

ing the frequency of occurrence of a unit in each of the 256 bits of the ORB descrip-
tor. 

We feed the normalized vectors (4) to the input of the Kohonen network and train 
the network only on them. The classification according to option d) is also based on 
the values of (4). Figure 1 shows an example of the values of the vector (4) for the test 
image. 

 

Fig. 1. An example of a vector jp  



Vectors jp  can be used for any type of network, which significantly reduces the 

learning time of the Kohonen network by processing a single vector where hundreds 
of vectors have traditionally been processed. 

6 Experiments and results 

To implement the proposed classifier modifications, the Visual Studio 2019 environ-
ment, and the OpenCV library tools were selected [29]. The OpenCV library has over 
2500 software modules, which include a set of traditional and modern computer vi-
sion algorithms, as well as libraries of machine learning programs. For the experi-
ment, four categories of images were selected, which are shown on the example of the 
Leeds Butterfly dataset [20, 30] (Fig. 2). 

 

Fig. 2. Test images 



Figure 3 contains an example of the coordinates of the prevailing keypoints shown 
as circles. Images of butterflies is a unique object for scientific research because visu-
ally different butterflies have both significantly different and a number of common 
properties. 

 

Fig. 3. An example image with the coordinates of keypoints 

We will evaluate the effectiveness of the classification with network training op-
tions and different data analysis depths. The performance criterion is selected (2). 
During the experiment, 2 variants of the number of descriptors on each etalon 400 and 
100 were tested to study their effect on performance. In combination with the parame-
ter of the number of descriptors per etalon, 2 options were tested for the number of 
epochs of the Kohonen network 100 and 200 for searching and achieving a balance of 
performance and accuracy. The increase in the number of iterations to 300 or 400 was 
tested, the result showed a lack of growth in the classification efficiency, while the 
learning time of the Kohonen network significantly increases. 

It has been established that options with tuning exclusively the winner neuron or 
three neurons closest in distance to the winner neuron make it possible to perform 
recognition faster or more accurately [3, 28]. 



The proposed options a)-d) were researched for learning the Kohonen network and 
classifying it into 4 classes using 4 categories of etalons (Fig. 2). 

It was revealed that the training time of the researched network depends on the fol-
lowing factors: 

– the number of epochs; 
– the number of descriptors per sample; 
– the number of neurons that change during network learning. 
A series of experiments with a fixed number of iterations of learning the Kohonen 

network was carried out. The number of descriptors for each etalon ranged from 
375...400. 

The results of the research of option a) for the set of ORB descriptors for the test 
case (Fig. 2) showed that this approach does not make it possible to classify etalons 
efficiently since the number of keypoints defined by the classifier from the class de-
scription is not the maximum. The value of criterion 65.0 , while the estimated 

operating time of the improved method, was 14.94 s. This argues for the use of trans-
forming the data space of the description in the form of pre-processing approaches or 
building centers to increase efficiency. 

The training procedure for option b) was carried out on two different images of 
each of the 4 etalons (Fig. 2). The number of keypoints ranged from 378...400, and 
the number of iterations was 200. The total classification time was 4.98 s, the error 
value was 31.0 . Table 1 contains the number of votes of descriptors for input 

images of given classes from the test sample which is assigned according to the re-
sults of classification using training method b) to certain etalons. Having analyzed the 
data in Table 1, a high degree of difference was revealed: the maximum values of the 
votes are on the diagonals and significantly exceed other elements, that is, all etalons 
are classified correctly. As we see, the use of the Kohonen network with the center 
parameter (3) significantly reduces the classification error: from 0.65 for method a) to 
0.31 for method b). 

Table 1. The result of the classification method b) 

Classes 
Etalons 

1 2 3 4 
1Z  279 33 27 61 
2Z  58 288 25 29 
3Z  36 91 228 23 
4Z  88 9 3 300 

 
We will analyze the effectiveness of the classification using network training op-

tions that differ in the depth of analysis depending on the number of neurons to be 
configured, test a different number of descriptors for each etalon, and a different 
number of iterations of the network learning.  

For variants with 400 descriptors per etalon, the classification error ranged from 
0.33-0.28. For variants of 100 descriptors, the error naturally increased and amounted 



to 0.46-0.29. So, the main dependence is the effectiveness of the number of iterations 
of the network. The best results were obtained for 400 descriptors, where even with a 
few iterations of the Kohonen network (100); an error index of 0.28 was achieved. 

A change in the number (1 or 3) of adapted neurons almost does not affect the 
learning indicators of the Kohonen network, but it is effective about the classification 
error and the number of erroneously classified data. Modification of one neuron is 
practical only for 200 iterations and a significant number of descriptors. Even under 
these conditions, the classification error is 10% larger than in the corresponding vari-
ants with the modification of 3 neurons, the number of errors increased from 0 to 2. 
The best result was obtained at 200 iterations of 3 neurons, while all classes of etalons 
with an error of 0.23 were correctly classified. 

The estimated runtime for options with 400 descriptors was 13.7-16.21 s for op-
tions with 100 descriptors 6.2-7.9 s. It was found that method b) showed a high level 
of difference compared to others; however, it requires significant amounts of training 
time. In addition, experiments showed that the processing time in method c) was sig-
nificantly reduced in comparison with other methods; it amounted to 2.27-2.77 s, the 
error ranged from 0.20-0.34. 

It was revealed that the number of descriptors in the etalon and the number of itera-
tions have the main influence on the effectiveness and time of classification. The best 
results were obtained at 200 iterations, even when using 100 descriptors, the error was 
0.2. 

It should be noted that a change in the number of adapted neurons practically does 
not affect either the operating time of the Kohonen network or the classification effi-
ciency. 

In variant d) we apply definition (4) and calculate for the descriptors of each etalon 
the probability vector of the appearance of a unit in each bit. The error for the best 
network operation options (400 descriptors and 200 iterations) significantly decreased 
to 0.06, only one etalon was incorrectly classified. It was found that with a decrease in 
the number of descriptors the error increases to 0.34, and a decrease in the number of 
iterations to 100 leads to a classification quality of 0.20.  

Thus, the results showed a clear relationship between the classification indicators 
and the number of descriptors in the description of the etalon. The number of itera-
tions is also an important parameter, enhances the classification capabilities of the 
network, and the number of adapted neurons under the given experimental conditions 
and the content of the analyzed images have almost no effect on the result. 

Method d) based on (4) significantly reduces the operating time of the neural net-
work compared to other methods without compromising quality. The classification 
quality for options c) and d) is almost the same. The processing time was reduced by 
almost 8 times (from 16.21 s to 2.82 s for options with similar quality), which allows 
us to use the proposed approach d) for large image datasets, in real-time applications, 
when processing video signals. The specified time potentially allows you to process 
every tenth frame of video with a refresh rate of 60 frames per second. 

The obtained data on the network training time and the value of the classification 
error are summarized in Table 2. We see that the use of Kohonen network learning 
tools in the calculation of centers significantly reduces the classification error. 



Table 2. Estimated Kohonen network learning time and mean error   

Method 
 

a) b) c) d) 
Learning time, s 14.94 4.98 2.52 2.82 
Error mean   0.65 0.31 0.27 0.06 

 
The experiments confirmed the ability to successfully adapt the Kohonen network 

to arbitrary sets of visual data, especially in the case of the successful formation of the 
initial centers of the class or the process of descriptor pre-processing. 

7 Conclusions 

The paper describes the results of a comparative analysis of the developed training 
methods and classification of images based on it for experimental images of the Leeds 
Butterfly dataset for various parameters of the Kohonen classification network. The 
research confirmed the ability to adapt network parameters universally for arbitrary 
visual data; transformations using statistical class centers and data convolution at the 
preliminary processing stage are especially effective. 

The methods with the formation of a system of centers and the use of data convolu-
tion showed the best results for each class sample, and the use of convolution signifi-
cantly increases the speed of data processing compared to other options. 

The contribution of the research is the improvement of the structural classification 
methods using the Kohonen network by introducing a new description data space 
based on a system of etalon centers and data convolution, which helps to ensure high 
classification efficiency with sufficient performance and makes it possible to use 
modified methods in real-time applications. 

The practical importance of the work is made by the obtained software models for 
assessing the effectiveness of classifiers in computer vision systems; the effectiveness 
of the development in the examples of image datasets is confirmed. 

Further performance improvements can be achieved through supervised training 
approaches since the dataset descriptor classes are known. However, it is clear that 
such accounting for additional information potentially complicates the processing and 
affects performance. 
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