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Abstract. Directions of improving the quality characteristics specific to voice 
authentication systems in various access systems are analyzed and explored in 
the article. One of the main directions for improving the quality characteristics 
of the user authentication systems is the use of phase information of a voice 
signal. The urgent scientific task of studying new procedures is being solved to 
refine the estimates of the pitch frequency obtained on the basis of the ampli-
tude-frequency spectrum analysis. The estimates were refined using phase data 
of the voice signal, as well as estimates of the pitch frequency in the process of 
obtaining cepstral coefficients. The results are obtained in the course of statisti-
cal analyzing the simulation results using experimental voice data of the authen-
tication system user. Phase data of a voice signal allows obtaining adequate and 
reliable estimates in the process of spectral analysis. However, if there are er-
rors associated with gross errors, for example, when taking the first or second 
formants for estimating the pitch frequency, preference should be given to the 
estimate obtained in the process of calculating cepstral coefficients. The pre-
sented research results should be used in voice authentication systems, improv-
ing speech recognition systems, as well as in solving speaker identification 
problems. 
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1 Introduction 

In recent decades, the achievements of science and the latest infocommunication 
technologies more than ever determine the dynamics of economic growth, the level of 
population’s well-being, the competitiveness of the state in the world community, the 
degree of ensuring its national security and equitable integration into the global econ-
omy. The rapid development and widespread use of modern information and tele-



communication systems marked the transition of mankind from the industrial society 
to the information society that is based on the latest communication systems, the reli-
ability of which does not always comply with increasing requirements. The quantity, 
technical level and accessibility of information systems, their reliability and perform-
ance stability already determine the degree of country’s development and its status in 
the world community, and in the near future they will undoubtedly become a decisive 
mark of this status. 

At the same time, the process of informatization of the world community generates 
a complex of negative phenomena, first of all, theft of financial, informational and 
computing resources. Indeed, the high complexity and vulnerability of all the systems 
on which regional, national and global information spaces are based, as well as the 
fundamental dependence of state infrastructures on their stability, lead to the emer-
gence of principally new threats that in some cases can be solved by improving access 
systems. 

Due to the wide spreading of distributed systems in all spheres of human activity, 
the task of ensuring information security in such systems is acute. One of the main 
measures to protect financial resources, information data and computing resources is 
to ensure reliable user authentication. 

Currently, there are many approaches to authentication and even more implemen-
tations of these approaches. However, not all classical solutions to the authentication 
problem are suitable for implementation in distributed systems. In addition, various 
types of systems present their unique requirements for authentication subsystems. 
Moreover, the active development of computer technology makes it easy to crack 
authentication algorithms that were considered reliable 10-15 years ago. For example, 
in 2019, the total estimated income of fraudsters obtained using bank cards in Ukraine 
increased from UAH 245.8 million to UAH 361.99 million (an increase of 47.3%), as 
reported by the Deputy Director of the Ukrainian Interbank Payment Systems Mem-
ber Association “EMA”, Olesya Dalnichenko. This is largely caused by the insecurity 
of the password protection of bank cards. 

In this regard, continuous work is ongoing in the field of research and develop-
ment of authentication methods. New algorithms are constantly appearing and exist-
ing ones are being improved to ensure secure user authentication. The problem of 
authentication of users with access to public and personal information resources is 
becoming increasingly relevant. This problem is especially important for open, mass 
telecommunication and information systems. One of the most promising areas for 
protecting such systems from unauthorized influence is biometric methods for identi-
fying users. However, despite all the attractiveness, this approach is fraught with a 
number of serious problems. 

Initially, the development and implementation of biometric systems was associ-
ated with static biometric attributes of the user (face image, papillary finger pattern 
and iris), which have proven themselves in forensics. However, to date, these hopes 
have been destroyed, primarily because of the simplicity of the fake. 

Therefore, in recent years, a lot of research has been carried out in the field of ap-
plication of dynamic (behavioral) biometric authentication systems. Among these 
biometric systems, voice authentication takes a special place, which is simple and 
convenient. However, like all biometric systems, voice authentication has low quality 



 

characteristics. In this regard, intensive research is being carried out in the field of 
voice authentication, as evidenced by the works [1-4]. 

In modern voice authentication systems (VASs), the amplitude information of a 
polyharmonic non-stationary voice signal of a user is recorded. User authentication is 
carried out mainly in the process of analyzing the amplitude-frequency spectrum of 
registration materials [2]. The main efforts of researchers in this case are focused on 
search for new or improvement of existing procedures for the formation (estimation) 
of templates (a set of attributes – pitch frequency, formant data, cepstral coefficients, 
mel-frequency cepstral coefficients, linear prediction coefficients and their dynamic 
characteristics, etc.) of the user, as well as the development of decision rules. The 
following decision-making procedures are the most popular among the latter – the 
methods of Gaussian Mixture Model (GMM) and Support Vector Machine (SVM). 
For these purposes, artificial neural networks and Hidden Markov Models (HMM) are 
also used. 

The aim of this work is to study the influence of modern achievements in digital in-
formation processing on the accuracy of evaluating individual characteristics of the 
analyzed voice signal in the process of forming a user template. The object of study is 
the process of digital processing of voice signals. 

2 General problem statement 

In our opinion, an increase in the quality indicators of VASs is connected, first of all, 
with a change in the paradigm of digital processing of registration materials, which is 
associated with the addition of the amplitude-frequency spectrum analysis with mod-
ern advances in digital information processing, including algorithms for recording 
phase data of voice signals. 

Currently, there is another way to improve the quality of the VASs, which is based 
primarily on the use of phase information of the user voice signal. It has long been 
known [5] that the phase is a more informative parameter of the signal, however, it is 
traditionally ignored in the VASs [2]. 

This is caused by the fact that to obtain phase information, additional computa-
tional and algorithmic resources are needed, which are not always available in these 
applications. Note that earlier in radar and radio communications to obtain phase data, 
special bulky devices were used – phase shifters, which could not be used in the field 
of voice signal processing. Currently, there are specialized microcircuits or digital 
signal processors that are also applicable in the field of digital processing of voice 
signals. 

In addition, there are some features of the estimation, pre-processing and use of 
phase data. It should be noted that at present there is no experience and practice of 
using the signal phase with respect to voice authentication tasks. 

This is confirmed by the fact that there are only a limited number of known works 
where phase data were used in the processing of speech signals. For example, in [6] 
the relevance of using phase information in the processing of speech data was pointed 
out, and in [7] a phase was used to clarify the frequency characteristics of the proc-
essed voice data. In [8], a comparative analysis of the procedures for estimating the 



phase relationships between the vibrations of the pitch and harmonics of speech sig-
nals was performed, which the authors propose to use for solving problems of recog-
nizing speech sounds and identifying speakers. 

The above emphasizes the relevance of studies estimating the effect of phase data 
on the quality characteristics of voice authentication procedures. Phase data in voice 
authentication can be used in several ways that are practically important for digital 
processing of voice signals: 

─ increasing the signal-to-noise ratio of the registration materials (a known direction 
of using the phase in radar and radio communications); 

─ improving the quality of the formation of attributes for traditionally used templates, 
for example, the pitch frequency, formant information, etc.;  

─ development of new procedures for the formation of template elements based on 
phase data [9]. 

3 Work-related analysis 

Let us analyze the latest scientific works in the field of speech signal processing when 
the issues of voice authentication in infocommunication systems have become par-
ticularly relevant. It is obvious that voice identification technologies have come to the 
user authentication systems from forensics. The scientific basis for the use of voice 
identification technology in forensics was investigated and discussed in detail in [10]. 

The general conclusion is that the voice identification differs from identification of 
fingerprints, where the variations are very small, and there is no absolutely reliable 
method for determining whether speech signals belong to the same person. In foren-
sics, speaker recognition can only be probabilistic, i.e. indicating the likelihood that 
two speech signals belong to the same person. Under conditions of an analog tele-
phone channel, even recognition of gender or age is sometimes complicated. Due to 
the small sample of speech signals, the confidence interval for evaluating the likeli-
hood of two speech recordings belonging to the same speaker is so large that an un-
ambiguous solution is impossible. 

The task of segmentation of speakers is rather close. The segmentation of speakers 
in the conversation flow of different speakers (audio-indexing, diarization) is neces-
sary when marking up sound transcripts, newsgroups, radio and television shows, 
interviews, etc. However, as in forensics, the quality of speaker extraction is low and 
unacceptable for solving user authentication problems [11]. 

As shown in [12], the individuality of the acoustic characteristics of the voice is 
determined by three factors: the mechanics of the vocal folds vibrations, the anatomy 
of the speech tract and the articulation control system. Naturally, the voice signal 
propagation channel can have some influence on acoustic characteristics (for exam-
ple, the influence of external noise), the effect of which in modern systems is elimi-
nated by digital processing procedures and organizational measures. Acoustically, the 
style is realized in the form of a contour of the pitch frequency, the duration of words 
and its segments, the rhythmics of the shock segments, the duration of pauses, and the 
volume level [12]. 



 

The attribute space, in which a decision is made on the identity of the speaker, 
should be formed taking into account all factors of the speech formation mechanism: 
the voice source, resonant frequencies of the speech path and their attenuation, as well 
as the dynamics of articulation control. In particular, in [12, 13], the following pa-
rameters of the voice source are considered: the average pitch frequency, the pitch 
frequency-period contour, fluctuations in the pitch frequency and the shape of the 
excitation pulse. The spectral characteristics of the vocal tract are described by the 
envelope of the spectrum and its average slope, formant frequencies and their bands, 
long-term spectrum or cepstrum [13]. 

It was shown in [14] that the most important factor in voice individuality is the 

fundamental frequency ( 0F ), followed by formant frequencies, the size of fluctua-

tions 0F , and the slope of the spectrum. In [15], it was suggested that the attributes 

associated with 0F  provide the best separability of voices, followed by the signal 
energy and the duration of the segments. 

In some works, the formant frequencies are considered the most important factor 
[16, 17]. In particular, the fourth formant is practically independent of the type of 
phoneme and characterizes the tract [17]. 

The speaker recognition method is dominated by the cepstral method of transform-
ing the spectrum of voice signals, which was first proposed in [18]. 

Cepstrum describes the shape of the envelope of the signal spectrum, which inte-
grates the characteristics of the excitation sources (voice, turbulent and pulsed) and 
the shape of the speech tract. In experiments on subjective speaker recognition, it was 
found that the envelope of the spectrum strongly affects voice recognition [19]. 
Therefore, the use of a particular method of spectrum envelope analysis for speaker 
recognition is justified. 

Instead of calculating the spectrum of the speech signal using the discrete Fourier 
transform over a short time interval, the amplitude-frequency characteristic of the 
signal found from the coefficients of linear speech prediction can also be used [20]. 

In [21], three informative areas were found: 100-300 Hz (the influence of a voice 
source), 4-5 kHz (pear-shaped cavities) and 6.5-7.8 kHz (possibly the effect of conso-
nants). A small area is in the region of 1 kHz. 

Due to the fact that the vast majority of speaker recognition systems use the same 
attribute space, for example, in the form of cepstral coefficients, their first and second 
differences, much attention is paid to the construction of decision rules, which were 
discussed above. 

The development and application of the GMM method was considered in [22, 23]. 
The GMM method can be considered as an extension of the vector quantization meth-
od [23]. Vector quantization is the simplest model in speaker recognition systems, 
regardless of context. 

The Support Vector Machines method (SVM) is actively used in various pattern 
recognition systems after the publication of the monograph [24]. This method allows 
to build a hyperplane in a multidimensional space that separates two classes, for ex-
ample, the parameters of the target speaker and the parameters of speakers from the 
reference base. The hyperplane is calculated using not all parameter vectors, but only 



specially selected ones. These vectors are called reference vectors. Since the dividing 
surface in the initial parameter space does not necessarily correspond to a hyperplane, 
a nonlinear transformation of the space of the measured parameters into a certain 
attribute space a higher dimension is performed. This nonlinear transformation must 
satisfy the requirement of linear separability in the new attribute space. If this condi-
tion is satisfied, then the dividing surface in the hyperplane is constructed using the 
support vector method. Obviously, the success of applying the support vector method 
depends on how well the non-linear transformation is selected in each specific case 
when recognizing speakers. 

The Support Vector Machines method is used to verify speakers often in combina-
tion with the GMM or the HMM method. 

The method of Hidden Markov Models (HMM) is also applied to speaker recogni-
tion, which has proven itself in problems of automatic speech recognition [25, 26]. In 
particular, it is assumed that for short phrases of a few seconds duration for a contest-
dependent approach, it is best to use phoneme-dependent HMMs, rather than models 
based on the transition probabilities from frame to frame lasting 10 to 20 ms. The 
Hidden Markov models method can be used together with the GMM method. 

The general conclusion from the analysis of well-known literature is that the tem-
plates for authentication (speaker recognition) are formed on the basis of digital proc-
essing of the amplitude-frequency spectrum of the user voice signal. At the same 
time, a more informative parameter of the user voice data is ignored, namely, the 
phase-frequency spectrum. This could be a promising area. 

4 Methods and research results 

We will analyze the experimental voice signal of the authentication system user, who 
pronounced the word “one”. The sampling frequency is 64 kHz and the signal-to-
noise ratio is more than 20 dB. The analyzed voice signal is presented in Fig. 1. 

Further, as in the well-known modern VASs, we calculate the amplitude-
frequency spectrum from the experimental voice signal and perform its analysis. In 
this case, as indicated above [21], we will focus on the low-frequency region where 
the attributes of the authentication system user are located, focusing mainly on the 
pitch frequency and the associated formant frequencies. 



 

 

Fig. 1. Voice signal of the word “one” 

It is known that the value of the pitch frequency is an individual characteristic of 
the speaker. It can vary depending on the emotional coloring of speech, but within 
fairly narrow limits. With parametric coding of speech, it is assumed that the pitch 
frequency of a person lies in the range of 80-400 Hz, and most formant frequencies 

are 0F -fold. 
The amplitude-frequency spectrum of the analyzed signal is presented in Fig. 2. 



 

Fig. 2. A short range of voice signal “one” 

Spectral analysis of the amplitude-frequency spectrum of the user's real voice sig-
nal made it possible to obtain an estimate of the pitch frequency in the region of 243 
Hz. In this case, three formant frequencies are clearly pronounced (see Table 1), and 
the next ones have a low level of intensity. 

Table 1. Characteristics of the amplitude spectrum formants  

Level, dB 24.6 18.6 14.2 
Frequency, Hz 243 486 776 

 
Now we examine the characteristics considered with respect to the phase informa-

tion of the voice signal of the authentication system user. For this, it is necessary to 
generate phase data that are not registered for a voice signal. 

Therefore, phase data, as a rule, are calculated programmatically and algorithmi-
cally. To do this, it is necessary to restore the quadrature (imaginary) component of 
the voice signal from the registration materials. These procedures are associated with 
the application of the Hilbert transform [5]. 
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where )(tx  is the recorded voice signal; )(ty  is the quadrature (imaginary) compo-

nent of the analytical signal; t  is an independent variable that has the physical mean-
ing of a unit of time;  is an integration variable. Next, we can calculate the phase of 
the voice signal using the following ratio 
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Unfortunately, the function arctg  gives angle values ranging from 2/  to 

2/ . To determine the correct value of the phase angle, which for a voice signal 

varies from 0  to 2 , it is necessary to adjust the angle )(t  accordingly, taking 

into account the signs of the numerator and denominator in the ratio of the function 
arctg . Otherwise, the phase spectrum will be incorrect. After correction, we obtain 

a phase angle, which has the form of a sawtooth signal of unknown duration. 
As the results of previous studies [27] showed, after the formation of phase data, it 

is necessary to perform the procedures of their preliminary processing. This is due to 
some factors, among which we highlight the following: 

─ the polyharmonic nature of the voice signal, which is processed by the Hilbert 
transform. The latter is oriented to work with harmonic stationary data; 

─ incorrect data when the components )(ty  or )(tx  in the function arctg  are 

equal to zero; 
─ for small values of the components )(ty  or )(tx , the latter can be lost in round-

ing noises. 

These factors lead to the fact that both random errors and anomalous measure-
ments can occur in sawtooth phase signals. This necessitates preliminary processing 
of both the voice signal and the phase data. Pre-processing can be based on a priori 
data about the nature of the phase change of the voice signal and will improve the 
quality of the characteristics formation for both existing and perspective components 
of templates. 

Now we analyze the phase spectrum of the analyzed signal. Fig. 3 shows the phase 
spectrum of the corrected phase data, which we will consider below. 



 

Fig. 3. A short phase spectrum of the voice signal 

The results of processing the formant information of the phase spectrum are pre-
sented in Table. 2. In this spectrum, six formants can be distinguished, and the sev-
enth and eighth have a slight energy difference. The pitch frequency, as in the ampli-
tude spectrum, is 243 Hz. 

The level of spectral density of the selected maxima is several times higher than 
the level of the maxima of the amplitude spectrum, which greatly simplifies the pro-
cedure for their selection. The number of selected formants in the phase spectrum is 
one and a half times greater. The aforementioned indicates a more informative phase 
spectrum of the voice signal. 

Table 2. Characteristics of phase spectrum formants 

Level, dB 84.9 76.7 70.3 65 64 62 
Frequency, Hz 243 492 738 990 1217 1450 

 
Another way to obtain an approximate estimate of the pitch frequency can be asso-

ciated with the calculation of cepstral or mel-frequency cepstral coefficients (MFCC), 
which, as a rule, are included in the user template as attributes. 



 

As it is known, cepstral coefficients are determined in accordance with the scheme 
presented in Fig. 4. The following notation is used in this Figure: FFT - Fast Fourier 
Transform block of a signal; LOG - block logarithmation spectrum; IFFT is the Inverse 
Fast Fourier Transform block. 

 

Fig. 4. General scheme of cepstral signal analysis 

Thus, the cepstral coefficients are the result of applying the inverse Fourier trans-
form to the logarithmic power spectrum. The calculation of these coefficients is car-
ried out on the samples of the signal, the duration of which are several tens of milli-
seconds. It is proposed to estimate the pitch frequency in each sample after perform-
ing the inverse Fourier transform. 

In this case, the samples are selected with some overlap. The result of each inverse 
transformation allows to get an estimate of the maximum frequency in the sample. As 
a rule, approximately 40 coefficients are calculated, which means that we can get as 
many estimates of the pitch frequency. Averaging the results, we can form a more 
accurate estimate of the maximum pitch frequency. 

The adequacy and reliability of the hypothesis put forward about a different meth-
od for estimating the pitch frequency is feasible in the process of a model experiment. 
To do this, we will perform digital processing according to the scheme shown in Fig. 
4. 

The amplitudes and phase data of the voice signal analyzed above were subjected 
to processing. When estimating the pitch frequency, the processed samples had an 
overlap coefficient of 0.75, the number of points of the discrete Fourier transform was 
1024 and the Hamming smoothing width for the discrete Fourier transform. 

The specifics of digital processing was the following: a sample may include vocal-
ized or nonvocalized sounds. As we know, the pitch frequency is estimated from vo-
calized sounds that were extracted during the threshold processing of the spectral 
power level of the selected maxima. 

As a result of processing the amplitude data, the following estimates were ob-
tained: mathematical expectation is 247.5 Hz; the standard deviation is 15.7 Hz, and 
for phase data – 250.4 Hz and 17 Hz, respectively. 
Thus, the proposed method for estimating the pitch frequency allows to get adequate 
and reliable results. The indicated method for estimating the pitch frequency can be 
useful in the presence of errors associated with gross errors. For example, taking the 
maximum frequencies of the first or second formants as the estimate of the pitch fre-
quency. In this case, preference should be given to the estimate F0 obtained in the 
process of calculating the cepstral coefficients. 



5 Conclusion 

The problem of improving the quality characteristics of voice authentication systems 
has been discussed in the article. As the main direction of solving this problem, it is 
proposed to use phase data of the analyzed voice signal in the process of digital proc-
essing. The reliability of the solution proposed for this problem and the analysis of the 
information content of the voice signal phase data are studied in the process of experi-
mental evaluation of the pitch frequency and formant information, which are included 
in most user templates as required parameters. The cepstral or mel-frequency cepstral 
coefficients and a number of other attributes are additionally included in the template. 
The pitch frequency allows to solve the following problems: emotion recognition, gen-
der determination, audio segmentation with multiple voices and speech separation into 
phrases. 

In this regard, the current scientific task of studying new procedures to refine the 
estimates of the pitch frequency obtained on the basis of the amplitude-frequency spec-
trum analysis was considered in the work. The estimates were refined based on the use 
of phase data of the speech signal, as well as the estimates of the pitch frequency in the 
process of obtaining cepstral coefficients. 

Therefore, the scientific novelty of the obtained results lies in the fact that for the 
first time a technique has been developed and experimental studies have been carried 
out to form an estimate of the pitch frequency (as well as formant frequencies) based 
on phase data of the voice signal. In addition, a new method has been developed for 
estimating the pitch frequency in the process of calculating cepstral coefficients. It can 
be performed during the analysis of both amplitude and phase data of the studied voice 
signal. 

The results have been obtained in the process of statistical analysis of the simula-
tion results using experimental voice data of the authentication system user. 

Phase data of a voice signal allows obtaining adequate and reliable estimates in the 
process of spectral analysis. However, if there are errors associated with gross errors, 
for example, taking the maxima of the frequencies of the first or second formants as an 
estimate of the pitch frequency, preference should be given to the estimate obtained in 
the process of calculating the cepstral coefficients.  

The practical significance of the results is as follows: 

─ a technique has been developed and features of phase information forming of the 
studied voice signal have been identified; 

─ an example of estimating the pitch frequency has shown higher informativity of the 
phase data, which allows selecting a larger number of formant frequencies; 

─ the developed method for estimating the pitch frequency eliminates gross errors in 
the formation of a template of the authentication system user. 

It is advisable to carry out further studies in the direction of estimating the quality 
of the formation of attributes for traditionally used templates (for example, cepstral 
coefficients, mel-frequency cepstral coefficients, linear prediction coefficients, etc.) 
taking into account the phase of the voice signal, as well as the development of new 
procedures for the formation of template elements based on phase data. 
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