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Abstract. In this article an approach is proposed for parallelizing the method of 

automation to determine the rational and shortest flight path of shock aviation 

to the set goal in a space containing a limited flight zone. In the research 

process, the graph model was used and the problem of finding the shortest path 

for shock air transport was considered. In order to secure the flight, by 

constructing the shortest route, bypassing the lines of fire, and to estimate the 

fuel consumption, the Dijkstra's algorithm is parallelized using the OpenMP 

parallel programming technology. For optimal use of the multi-core platform, 

one has been selected for a single core stream. A number of numerical 

experiments on a computer with two- and four-nuclear architecture were 

conducted. Estimates of the acceleration and efficiency of the proposed parallel 

algorithm, which can be significantly improved with the use of computers with 

more cores. As a result of the research, we managed to find not only the 

shortest, but also the least costly and safe way, which is relevant for our 

country, because an anti-terrorist operation takes place on the territory of 

Ukraine, where flights are conducted daily on the fire zone to assess the 

situation in which Ukrainian army is located. 

Keywords: Dijkstra's Algorithm, OpenMP Technology, Acceleration, 

Efficiency. 

1 Introduction 

In the conditions of the rapid development of armaments and military equipment, and 

the constant automation of operational and tactical calculations, the question is raised 

about the optimization, efficiency and validity of the definition of the flight route of 

shock aviation [1, 2]. The calculation consists of the reliability of orientation and 

output to the main and secondary objective with a more favorable direction at the 
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specified time, the need to ensure the lowest fuel consumption, the need for a covert 

flight over the enemy territory, taking into account the terrain and weather conditions, 

and the number of programmable points of the flight, all these calculations and 

conditions when choosing a route affect the time, optimality and fidelity of the choice 

of the airship flight route, for the successful completion of combat missions. In the 

process of these calculations, optimization of the route identification process is 

required, which will improve the time characteristics. One way to reduce the 

execution time is to parallelize the algorithm or its parts to further implement it in 

parallel architecture [3]. Convert an existing algorithm to a parallel can be done using 

experience, intuition, or mathematical apparatus of equivalent transformations. 

The development of automation in the military sphere directly affects the increase 

of the combat capability of the troops, which entails an increase in the percentage of 

successful implementation of the tasks assigned to the Armed Forces of Ukraine in 

particular. Considering the tasks that are solved by automation at the control points 

can reduce the time to make a decision and reduce errors in the calculation process, 

which will significantly affect the outcome of the task. 

The object of study is a study of the method of solving the problem of 

determining the impact route of a strike aircraft. 

The subject of study is OpenMP's parallel programming technology for finding 

the optimal route for an airspace. 

The purpose of the work is the application of the Dijkstra's method with modern 

trends in the development of computer technology. Building multiprocessor systems 

is the first and most important direction in multi-threading, but for this path 

development requires a lot of money. The leading manufacturers of processors, speak 

about a prospective way of developing computers, which consists in the construction 

of computer systems based on multi-core processors. The use of multi-core systems is 

the best opportunity to increase the power of processors [4]. So, for today, multi-core 

architecture is rapidly developing. Therefore, the main purpose of this work is to 

develop a program for the implementation and application of the algorithm, which 

allows the basic calculations to be conducted in parallel with the use of modern 

architecture of multi-core processors and analyze the advantages in calculating the 

speed of computing. 

2 Related Works 

In the problem of the shortest paths [5, 6], a weighted oriented graphis given 

( , , )G V E   where V  − the set of vertices of the graph G ; E  − the set of its 

edges; :E R   − weight function of the edges of the graph G . 

The Dijkstra's algorithm unlike Floyd's algorithm [7], by which one can find the 

shortest route between any two vertices of a graph, is intended to find the route of the 

shortest length from the given vertex of the graph to all others. 

Let t  it be the supporting peak; 1V  − set of vertices of the graph for which the 

shortest path from the reference vertex t  is calculated; n  − number of vertices of the 

graph;   − current top of the graph. 



 

The scheme of the sequential Dijkstra's algorithm can be represented in the 

form [8, 9]: 

 Procedure Dijkstra_Single  , , ,V E t . 

 1 : { }.V t  

 For all vertices  1\ .V V   

 If (  ,p   exist), then  [ ] : , .s p    

 If (  ,p   does not exist), then [ ]: .s   

 Until  1V V  perform. 

 Find a vertex u  such that   1[ ] : min ( \ ) .s u s V V    

 1 1: \{ }.V V u  

 For all vertices  1\ .V V   

     [ ] : min , [ , ] .s s s u u      

The above algorithm uses a set 1V , containing vertices of the graph for which the 

shortest path from the original vertex t  is already found. It also uses a priority queue 

1 /Q V V  and an attribute  1...s n  (where n  − number of vertices of the graph G ), 

in which for each vertex V   the current value of the shortest path is stored. 

At each such iteration of the algorithm, a new vertex u  is added to the set 1V , such 

that   1[ ] : min ( \ ) .s u s V V   After adding the vertex, all array values [ ]s   are 

updated if the sum of the distance to the vertex u  and the edge of the “fringe” is less 

than the current distance to the vertex. The algorithm finishes its work when 1V V . 

The execution time of the Dijkstra's algorithm depends on the implementation of 

the priority queue [10]. In the case where the priority queue is maintained due to the 

fact that all the vertices are numbered from 1 to V . The attribute [ ]s   is simply 

placed as an array element with an index  . At the same time, each operation of 

adding a vertex to the set 1V , and the transition to the next vertex takes time (1)O , 

and each operation of the minimum search (   1[ ] : min ( \ )s u s V V   ) ( )O V , 

since it searches the entire array. As a result, the time of the algorithm is generally 

equal 2( )O V . Note that in the case of an unsaturated graph G , the priority queue is 

set to be a binary tree. Then the search operation value   1[ ] : min ( \ )s u s V V    

takes (lg )O V , and such operations − V  that is, the total complexity of the algorithm 

- (( ) lg )O V E V . And this value is equivalent ( lg )O E V , provided that all vertices of 

the graph G  are achievable from the reference vertex t . 



3 Setting the Тask 

It is necessary to create a program for the parallelization of the automation algorithm 

to determine the rational and shortest flight path of the strike aircraft to the target set 

in the space containing the restricted areas for the flight. It is known that the flight 

route is selected taking into account the actions of the armed forces of the opposing 

sides, the established corridor of the flight of the front line, the terrain. The route 

chosen for flight to the target must provide reliable and accurate air traffic in the 

conditions of counteraction by the enemy, as well as the reach of the target for 

aviation in different conditions. In working out this task, we will take into account 

that certain areas of the flight are prohibited, since this fire line and the projectile can 

hit the plane. That is, the itinerary should go bypassing the forbidden zones. The 

zones in which the flight is forbidden, we ask statically in the program realization. 

And then the program builds the route, without taking into account these vertices of 

the graph. If suddenly the flight will pass through a closed territory, the flight 

coordinator and the executor will be subject to penalties. This will look like this. For 

example, there are three closed zones. And the program is building a way to bypass 

them. The shortest paths can be several. We will choose the one weighing less, to 

save fuel costs. In this case, the shortest path whose weight is the smallest is indicated 

by a solid line. Otherstwo, marked with a dotted line, are also variants of the shortest 

path, but they are bigger in them. Since large-scale missions are spent on strike 

aircraft, we decided that with this algorithm you can determine the estimated amount 

of fuel that is needed for the flight. The fuel consumption of the aircraft varies greatly 

depending on the length of the route, the chosen speed, load, wind speed, flight 

altitude. For an average strike aircraft with good weather conditions, about 8,000 kg 

of fuel for 900 km/h is spent per hour of flight at an altitude of 7-8 km. The fuel 

consumption can be calculated because of the weight of the path. For example, 1 

weight is ~ 10 km. And thus, about 1 kg of fuel is spent on 1 weight of the way. 

 

Fig. 1. Three-dimensional view of the flight through the restricted zones 



 

 
Fig.2.Horizontal flight profile 

It should be noted that the task posed in the work is relevant to our country, 

because an anti-terrorist operation is conducted on the territory of Ukraine, where 

flights over the zone of fire are conducted daily to assess the situation in which the 

Ukrainian army is located. 

4 Materials and Methods 

When solving a given problem, we can use the Dijkstra's algorithm, which allows us 

to find the shortest paths from some vertex of the graph to all its other vertices, since 

a weighted oriented graph, which is a graph model of our problem, does not have arcs 

of negative weight. In order to accelerate the application of this algorithm, the work 

takes into account trends in the development of multi-core architecture of modern 

computers and uses the technology of parallel programming OpenMP [11-13]. Using 

the Dijkstra's algorithm, we assume that each vertex of a directed graph is a certain 

coordinate in space. That is, on space we impose the coordinate grid and each point in 

this grid is the vertex of the graph. In this program, the user introduces the start and 

end point of the flight. After receiving data from the user, the program displays the 

most optimal way. Hazardous and forbidden zones in the program are static, the 

distance to these points is assigned 0, thus we exclude the peaks through which can 

pass the flight path. By obtaining a minimum distance to the end point, we can 

calculate the amount of fuel to be used. The fuel consumption for the flight is 

calculated according to the following formula: 

,K D k   

where K  − the amount of fuel consumed during the flight, D  − the weight of the 

path, k  − the amount of fuel, which is spent at a distance of 10 km ~ 1 weight of the 

path. 



In order to achieve the maximum productivity of the above algorithm in the work, 

the parallelization of critical areas of the program was performed, the parallel 

execution of which allowed reducing the execution time of the algorithm by executing 

several tasks simultaneously, and also led to a reduction in the number of iterations, 

which makes the algorithm more effective for use in tasks with a large amount of 

data. For this purpose, OpenMP was used − a set of compiler directives, library 

procedures and environment variables that are intended to run multithreaded 

applications on multiprocessor systems with shared memory in C, C ++ [14, 15]. 

Advantages of OpenMP: 

1. Due to the idea of incremental parallelization, OpenMP is ideally suited to 

developers who want to quickly parallelize their computing programs with large 

parallel cycles. The developer does not create a new parallel program, but simply adds 

sequentially to the text of the program OpenMP-directive. 

2. At the same time, OpenMP is a flexible mechanism that gives developers great 

control over the behavior of a parallel program. 

3. It is assumed that the OpenMP program on a single-processor platform can be 

used as a sequential program, that is, there is no need to maintain a consistent and 

parallel version. OpenMP directives are simply ignored by a sequential compiler, and 

stubs can be used to call OpenMP procedures, the text of which is given in the 

specifications. 

4. One of the advantages of OpenMP, developers consider support for so-called 

"orphan" (detached) directives, that is, directives for synchronization and distribution 

of work may not be included directly in the lexical context of the paramaterial area. 

In the program realization of the set task in work used on-off directives. 

To select parallel fragments of the program: 

#pragmaompparallel 

If a loop operator has met in a parallel region, then, according to the general rule, it 

will be executed by all streams of the current group, that is, each stream will execute 

all the iterations of the given loop. For the distribution of iteration cycles between 

different threads, you can use the directive for: 

#pragmaompfor 

The directive used to determine the structural block of the program, which will run 

exclusively in the main stream (parallel to the thread with a zero number) from the 

whole set of parallel streams: 

#pragmaomp master 

Implicit synchronization does not imply this directive. 

For example, a parallel code that is responsible for filling an array of distances 

between the vertices of the initial values (during the program execution, the values 

will change) and the array of visited vertices (each element is assigned a False value): 

 



 

A parallel code that finds the minimum distances from a given vertex in each 

vertex of a directed graph: 

 

The application of a parallel algorithm to the problem posed in the work prints the 

finding of the optimal path, allowing the user to timely regress in critical 

situations.The main feature of the parallel programming model is the higher 

performance of the programs.  

However, it should be noted that parallel computations using OpenMP technology 

are used in areas related to large-scale calculations, therefore, for small amounts of 

use, they are inappropriate [16]. 

5 Results 

Having analyzed the task and available programs for implementation, we decided to 

use the C ++ software and OpenMP technology, implemented in the Visual Studio 

2017 software environment.  

The program was tested on a two- and four-core processor. At the same time, the 

parallel algorithm gives a significant gain over time compared with the successive, 

but with a small dimension of the matrix, the sequential algorithm is more efficient.  

With the dimension of a matrix smaller than 1000 × 1000, the parallel algorithm not 

only shows the same results but worse than in the sequential one.  

Analyzing the data presented in Table 1 and Table 2, we can conclude that the 

implementation time of the program improves with the increase in the dimension of 

the input data, which for our task corresponds to the increase in the scale of the 

territory on which we are looking for the shortest flight of shock air.  

On Fig. 3 and Fig. 4 show schedules of the program execution time from the matrix 

dimension (value n ) for a certain number of threads on dual-core and quad-core 

processors.  

And on Fig. 5 and Fig. 6 show graphs of the dependence of the program execution 

time on the number of threads on a two- and four-core processor at 9000n  . 



Tabl. 1.The program execution time on the dual-core processor, minutes 

Dimensionalityn 
Number of streams 

1 2 4 

1000 0,02107 0,01979 0,01988 

3000 0,13148 0,08966 0,07848 

5000 0,42794 0,24516 0,2348 

7000 0,91067 0,45916 0,42431 

9000 1,47441 0,78206 0,69478 

Tabl. 2. Time to execute the program on a quad-core processor, minutes 

 
Fig.3.The graph of the dependence of the program execution time on the matrix dimension 

(value n ) with a certain number of threads on a dual-core processor 

Dimensionality n 
Number of streams 

1 2 4 

1000 0,007 0,00593 0,00616 

3000 0,063 0,0455 0,02989 

5000 0,222 0,10078 0,08373 

7000 0,469 0,2232 0,18923 

9000 0,752 0,47864 0,31487 



 

 

Fig. 4. Schedule of the dependence of the program execution time on the dimension of the 

matrix (value n ) with a certain number of threads on the quad-core processor 

 
Fig. 5. The graph of the time dependence of the program implementation on the number of 

threads on the 2-core processor at 9000n   

Having conducted a number of numerical experiments with a different number of 

threads, we confirmed that for optimal use of the multi-core platform it is necessary to 

take into account that the number of threads is equal to the number of processor 

cores [4]. If the number of threads is greater than this does not affect the speed of the 

calculations. The program's execution time on a quad-core processor yields as many 



rewards as dual-core, since the given matrix sizes corresponding to grid splits are not 

large enough. 

It is known [17] that when performing parallel calculations for the analysis of the 

obtained results, the acceleration and efficiency indicators are important. The speedup 

obtained by using a parallel algorithm for p  processors is determined by the value 

1( ) ( ) / ( )p pS n T n T n  in comparison with the successive version of the calculation, 

and n is used to parameterize the computing complexity a solvable problem and can 

be understood, for example, as the number of input data of a task. The efficiency of 

using a parallel processor algorithm in solving a problem is determined by the ratio of 

1( ) ( ) / ( ( )) ( ) /p p pE n T n p T n S n p   . 

 

 

Fig. 6. The graph of the dependence of the program execution time on the number of 

threads on the 4-core processor at 9000n   

The efficiency value determines the part of the algorithm execution time, which 

processors are really designed to solve the problem. From the above relationships, it 

can be shown that in the best case: ( )pS n p  and ( ) 1pE n  . 

Tabl. 3. Parameters of acceleration and efficiency of parallel algorithm 

 
Parallel Algorithm Indicators 

n 2-core processor 4-core processor 

 

parallel  

speedup 

parallel  

efficiency 

parallel  

speedup 

parallel  

efficiency 

1000 1,064679131 0,532339565 1,136363636 0,284090909 

3000 1,466428731 0,733214365 2,107728337 0,526932084 



 

 
Parallel Algorithm Indicators 

n 2-core processor 4-core processor 

 

parallel  

speedup 

parallel  

efficiency 

parallel  

speedup 

parallel  

efficiency 

5000 1,745553924 0,872776962 2,651379434 0,662844858 

7000 1,983339141 0,991669571 2,47846536 0,61961634 

9000 1,885290131 0,942645066 2,38828723 0,597071807 

The calculations were made for the data obtained when launching the program on a 

2-core and 4-core processor.  

The number of threads was selected for optimal use of the multi-core platform, that 

is one stream per core. Tabl. 3 shows the values of acceleration and efficiency 

indicators. 

 

Fig. 7.The graph for comparison of acceleration indicators 

 



Fig. 8.The graph for comparison of performance indicators 

On Fig. 7 and Fig. 8 graphs of comparison of acceleration and efficiency indicators 

for two- and four-core architecture, respectively. At the same time, it was possible to 

achieve the maximum value of the rate of acceleration and efficiency on the dual-core 

processor. Obviously, with the increase in input data, the same result could be 

achieved for the four nuclear archeology. 

6 Conclusion 

The main task of optimizing the  algorithm is to improve the time characteristics 

with increasing the size of the output graph by creating parallel versions. Improved 

these characteristics through the use of parallel programming OpenMP technology. 

When solving the problem set in the work, not only the shortest path but also the least 

costly and safe using the Dijkstra's algorithm is found. 

The scientific novelty of the obtained results is that in the work the software was 

developed that allows to implement the procedure of parallelization of the calculation 

of the optimal impact flight path of the strike aircraft using multi-core systems and 

such a property as multithreading based on OpenMP technology. The application of 

this technology has made it possible to significantly improve the time characteristics 

in calculating the optimum impact route for strike aircraft. At the same time, the 

coefficient of brute force was increased by approximately 2, 4 times with the use of 2-

and 4-core processors, respectively. The practical significance of the results obtained 

is that the results obtained in the work, in turn, make it possible to increase the 

percentage of successful implementation of the tasks assigned to the Air Forces of the 

Armed Forces of Ukraine. The prospects for further research are that the alignment 

and efficiency indicators can be greatly improved by increasing the number of cores 

and varying variations in the number of streams, which is relevant in the development 

of computer systems based on multi-core processors. 
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