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Abstract. The forecast problem is considered for the audit data analysis auto-
mation. A forecast neural network model based on a modified liquid state ma-
chine is proposed. To choose the criterion of efficiency estimation of forecast 
neural network model and to offer the method of parametric identification of 
forecast neural network model. This allows you to increase the forecast effi-
ciency by reducing computational complexity and improving the forecast accu-
racy. Software has been developed that implements the proposed method. The 
developed software is studied when solving the problem of forecasting indica-
tors for data checking of the "paid-received" display. 
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1 Introduction 

In the process of development of international and national economies and industry of 
IT in particular, it is possible to distinguish the following basic tendencies: realization 
of digital transformations, forming of digital economy, globalization of socio-
economic processes and of IT accompanying them [1]. These processes result in the 
origin of global, multilevel hierarchical structures of heterogeneous, multivariable, 
multifunction connections, interactions and cooperation of managing subjects (objects 
of audit), the large volumes of information about them have been accumulated in the 
informative systems of account, management and audit. Thus, the intercommunica-
tions mentioned above, have a network structure at every level. 

In relation to the enterprises of Ukraine [2] it is marked that in the conditions of 
swift development of infrastructure and deepening of informatization of economic 
processes efficiency of activity of enterprises, establishments and organizations are all 
more depend on the information technologies (IT) used in management system. Now 
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environment of information technologies (IT-environment) as a structural constituent 
of organization is the difficult system, that unites various informative, programmatic, 
technical, human and other types of resources for the achievement of enterprise aims. 

Currently, the scientific and technical problem of modern information technologies 
in the financial and economic sphere is the formation of a design methodology [3] and 
the creation of decision support systems (DSS) for enterprise audit based on the au-
tomated analysis of large volumes of data on financial and economic activities and the 
state of enterprises in order to expand functional capabilities, increasing the efficiency 
and versatility of IT audit [4 - 6]. 

2 Related Works 

One of the analysis element among the audit tasks is a forecast of economic indica-
tors. Among them methods of short-term forecast, such as regressive [7], structural [8, 
9], logical [10 - 12]; methods of long-term forecast, such as autoregressive [13], ex-
ponential smoothing out [14]. A compromise between the above-mentioned groups of 
methods is connectionist [15-17], that can use neural networks both for a short-term 
and for long-term forecasts. At the same time connectionist methods usually use par-
ametric identification based on local search, that reduces forecast accuracy [18].  

Regressive methods [7] conduct a forecast based on regressive linear and nonlinear 
model. The advantages of these methods are simplicity of construction of model, 
design transparency. The disadvantages of these methods are high computational 
complexity of parametric identification. Structural methods [8, 9] conduct a forecast 
based on Markov chain. The advantages of these methods are simplicity of construc-
tion of model, design transparency. Logical methods [10 - 12] conduct a forecast 
based on regressive tree. The advantages of these methods are design transparency, 
speed of process of construction of tree. The disadvantages of these methods are the 
problem of construction of optimal tree. The disadvantages of these method groups 
are absence of possibility of long-term forecast, that results in insufficient forecast 
accuracy. 

Autoregressive methods [13] conduct a forecast based on autoregressive linear 
model. The advantages of these methods are simplicity of construction of model, 
design transparency. The disadvantages of these methods are high computational 
complexity of parametric identification, absence of ability of design of nonlinear pro-
cesses, that results in insufficient forecast accuracy. Methods of the exponential 
smoothing [14] conduct a forecast based on linear model with one (single smoothing), 
two (double smoothing) or by three (triple smoothing) parameters. The advantages of 
these methods are simplicity of construction of model, design transparency, a result 
can be got quicker, than at the use of other models. The disadvantages of these meth-
ods are a subzero adaptivity, absence of ability of design of nonlinear processes, that 
results in insufficient forecast accuracy. 

In the last few years among analytical procedures of exposure of financial fraud the 
class of procedures, based on the methods of intellectual analysis of data, was formed 
[15]. In practice different methods of extraction of data, namely: K-nearest neighbors, 



decision tree [16], fuzzy logic [17], logistic model, Bayesian belief networks, naive 
Bayes algorithm, Beneish M-Score, Benford’s law, Altmann Z-Score, are being used 
for the improvement of accuracy of the fraud finding out [18]. Connectionist methods 
[19, 20] conduct a forecast based on nonlinear model of neural network. The ad-
vantages of these methods are scalability, high adaptivity. The disadvantages of these 
methods are absence of design transparency; complexity of choice of model structure; 
hard requirements to training sample; problem of choice of method of parametric 
identification; that results in insufficient forecast accuracy high computational com-
plexity of parametric identification. 

The general feature of all the methods mentioned above is that they possess a high 
computational complexity and/or do not give high forecast accuracy. 

Therefore, an actual task is an increase of forecast efficiency by reducing computa-
tional complexity and improving forecast accuracy. The aim of study is to increase 
the efficiency of the forecast method due to the modification of model of artificial 
neural network and method of its parametric identification. 

For the achievement of the aim it is necessary to solve the following tasks: 

• to offer the forecast neural network model;  
• to choose the criterion of efficiency estimation of forecast neural network model;  
• to offer the method of parametric identification of forecast neural network model;  
• to conduct numeral researches on audit data for checking of the "paid-received" 

display. 

3 Modified Liquid State Machine 

As well as in the traditional liquid state machine (LSM) [21, 22] in the proposed mod-
ified liquid state machine (MLSM) the hidden layer corresponds to the reservoir or 
liquid, and output layer correspond to the weekend to the layer of multi-layered per-
ceptron (MLP). Unlike the traditional LSM in the offered MLSM: for the increase of 
forecast accuracy the method of pseudoinverse matrix, was used instead of the meth-
od of backpropagation, like the echo-state network (ESN) [23, 24]; for the reduction 
of computation complexity the hidden layer was done 1D, but not 3D. 

Pulse neural networks are the third generation of artificial neural networks and, 
from the point of view of physiology, is the most realistic model of ANNs. Since the 
traditional LSM is based on pulsed neurons, the LIF (Leaky Integrate and Fire) model 
of the neuron, which has the least computational complexity in comparison with other 
models, is selected as the hidden layer neuron model. The LIF neuron model is pre-
sented in a kind 

 ( ) ( )rest
du u u t I t R
dt

τ = − + ,  (1) 

where: 
τ  – time constant, C Rτ = ⋅ , 
C  – capacity, 



R  – resistance, 
( )u t  –potential (voltage), 
( )I t  – input current, 

restu  – resting potential. 

Firing time of LIF neuron is certain in a kind ft : ( )fu t ≥ θ , where θ  – threshold 
value. After the firing time of LIF neuron voltage is drop in a constant ru , thus 

ru < θ , and during a refractory period rt  saves a value ru . After completion of 

refractory period of LIF neuron continues to function to the new firing. 
Taking into account (1) model of the modified liquid state machine is certain in a 

next kind (2)-(5): 
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where: 
I  is numbers set of inhibitory neurons of the hidden layer, 
E  is numbers set of exciting neurons of the hidden layer, 

t∆  is a time sampling step, 
M  is an amount of unit delays of input layer, 

hN  is an amount of hidden layer neurons, 
in h
ijw −

 are the weights between an input and hidden layer, 

h h
ijw −

 are the weights between the hidden layer neurons, 



h out
ijw −

 are the weights between the hidden and output layer. 

4 Choice of Criterion for Estimation of Efficiency of Modified 
Liquid State Machine Model 

In the work for training the LSM model (2)-(5), the goal function was chosen in ac-
cording (6), that means the choice of such values of the parameter vector 

1( ,..., )h
h out h out

N
W w w− −= , that deliver a minimum of mean-square error (differences 

of output on a model and test output)  

 , (6) 

where: 
outyµ  is µ -th output signal on a model, 

dµ  is µ -th test output signal. 

5 Method of Parametric Identification of Modified Liquid State 
Machine Model 

The method includes thr following steps: 
1. Initializing of weights between an input and hidden layer 

If (0,1) in outU P −< , than 
in h
ijw −

= ( 1,1)U − , 1, , 1, hi M j N∈ ∈ . 

Initializing of weights between the hidden and output layer ( )h out
iw n− = ( 1,1)U − , 

1, hi N∈ , where ( , )U a b  is an uniform distribution on a segment [ , ]a b , 

in outP −  is a probability of weights between an input and hidden layer. 

2. To form the set of numbers of hidden layer inhibitory (I) and excitatory (E) neu-
rons as follows: 

2.1. I = ∅ , E = ∅ . 

2.2. If (0,1) IU P< , then { }I I j=  , otherwise { }E E j=  , 1, hj N∈ , 

where: 

IP  is a probability that a neuron is inhibitory. 
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3. To calculate weights between the hidden layer neurons 
h h
ijw −

, , 1, hi j N∈ , as 

follows: 
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where: 

EEC , EIC , IEC , IIC  – coefficients for connections EE, EI, IE, II respectively, 

ijd  is an Euclidean distance between two neurons, 

σ  is an constant, 

EEP , EIP , IEP , IIP  are the probabilities that connection is EE, EI, IE, II respec-

tively, 

EEw , EIw , IEw , IIw   are the weights of connections EE, EI, IE, II respectively. 

4. A learning set is given, ( ){ }, ,x d x R d Rµ µ µ µ∈ ∈ , 1, Pµ∈ , where xµ  is the µ -

s learning set input value, d µ  is the µ -s learning set output value, P  is power of 

learning set number. Number of values from a learning set 1µ = . Number of itera-
tions of learning set 1n = . 

5. Initial calculation of output signal of input layer 
( ) 0iny n i− = , 1,i M∈ . 

6. Initial calculation of output signal of the hidden layer 
(0) 0

i
u = , 1, hi N∈ . 

7. Initial calculation of firing time of hidden layer neurons: 

if j I∈ , then fn r
j It t= − , 1, hj N∈ , 



if j E∈ , then fn r
j Et t= − , 1, hj N∈ ,  

where r
It , r

Et  are the refractory period for inhibitory (I) and excitatory (E) neurons 

respectively. 
8. Calculation of output signal of input layer 
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where: 
m  is an expected value, 
σ  is an standard deviation. 
9. Calculation of output signal for the hidden layer: 
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10. If a refractory period proceeds, then an output signal for the hidden layer is 
drop in a constant 
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11. If firing of neuron, then an output signal for the hidden layer is drop in a con-
stant and fixed firing time: 
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12. Calculation of output signal for an output layer: 
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where: 
outf  is a sigmoid function of activating of neurons of output layer. 

It is considered that 0 0( ) ( ), ( ) 1h out h outw n b n u n t− −= ∆ = . 

13. To modify weights of output layer based on method of pseudoinverse matrix: 



13.1. To create a matrix ( )iU u n t = ∆  , 1,n P∈ , 0, hi N∈ . 

13.2. To create a vector ( )1 1
1( ) ( ), , ( ) ( )out out

pT f d f d− −=  . 

13.3. To calculate a vector 1( ( ), ( ),..., ( ))h
h out h out h out

NW b n w n w n− − −= , W U T+= , 

where U +  is a pseudoinverse matrix. 

6 Experiments and Results 

The numerical experiments were conducted with the use of package of MATLAB. 
The probability of weights between an input and hidden layer . The 

probability of that a neuron is inhibitory . Coefficients for connections 

, , , . Weights of connections 

. Constant =2, Resistance of  Оm, time constant  ms, 

capacity  nF, resting potential . Refractory period for inhibitory 

neurons =2 ms, refractory period for excitatory neurons =3 ms. Thresholding 

 mV, constant  mV. Amount of unit delays =10, amount of neu-

rons of the hidden layer . For the determination of forecast model structure 
on the basis of the modified liquid state machine (MLSM) the row of experiments 
were done, the results of that are presented on the fig. 1. 

 
Fig. 1. Chart of dependence of mean-square error of forecast from the amount of the hidden 

neurons 

As the input data for determination of parameters values of forecast neural network 
model the indexes of delivery and payment of supplies of machine-building enterprise 
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were used with the two-year sampling period with daily allowance temporal intervals, 
value of indexes present a commercial secret and they have been scaled. 

The criterion of choice of neural network model structure was minimum mean-
square error of forecast. As be obvious from a fig. 1, with the increase of amount of 
the hidden neurons the value of error reduces. For a forecast it is enough to use 10 
time delay in an input layer and 20 hidden neurons, as at the further increase of 
amount of delays and hidden neurons the change of value of error is insignificant. 

Neural networks were researched in the given paper for a forecast on a criterion 
minimum mean-square error (MSE) of forecast. The following neural networks were 
used in the experiments (tabl.1): JNN (Jordan neural network), ENN (Elman neural 
network) also called SRN (Simple recurrent network), NARMA (nonlinear auto-
regressive-moving average), BRNN (bidirectional recurrent neural network), LSTM 
(long short-term memory), GRU (gated recurrent unit), ESN (echo state network), 
LSM (liquid state machine), proposed by the authors MLSM (modified liquid state 
machine). 

Table 1. Comparative features of neural networks for a forecast 

Network JNN ENN 
(SRN) 

NARMA BRNN LSTM GRU ESN LSM MLSM 

Minimum 
MSE of 
forecast  

0.17 0.16 0.13 0.14 0.8 0.10 0.05 0.07 0.05 

 
According to the table 1, MLSM and ESN have the most forecast accuracy, however 
ESN requires a greater computational complexity due to the relations between an 
input and output layer and between the neurons of output layer. It is because of that 
the neural network of MLSM and ESN do not use a local search, that reduces proba-
bility of hit in a local extremum. 

The components of the technical solution are the liquid state machine and the LIF model 
of the neuron (2) - (5). There is a process of parametric identification of the forecast model 
described in section 5. Limitations of the parametric identification method of the MLSM 
model - for the pseudoinversion method of matrix, in the case of a very large amount of data, 
difficulties arise in calculating the inverse matrix and the complexity of matrix multiplica-
tions. In addition, in the presence of noise, the matrix pseudo-inversion method should be 
modified. In the future, it is planned to use CUDA parallel processing technology for block 
matrix multiplication to accelerate matrix calculations.  

7 Conclusions 

In the article the problem of increasing the efficiency of the forecast method for audit 
data is examined due to an offer of modified liquid state machine (MLSM). The sci-
entific contribution is to improve the model and method of parametric identification 
of a liquid state machine. Compared with the traditional model, advanced model of 
the liquid state machine, that is based on the model of LIF (Leaky Integrate and Fire) 
of neuron, is improved, and limited to the 1D hidden layer, that allows to reduce 



computational complexity. Compared to the traditional method, advanced method of 
parametric identification of MLSM needs further development, that is based on the 
method of pseudoinverse matrix, that improves forecast accuracy, as a local search 
that reduces probability of hit in a local extremum is not used. Software realizing an 
offered method was worked out and researched on the indexes of delivery and pay-
ment of supplies of machine-building enterprise with the two-year sampling period 
with daily allowance of temporal intervals. The conducted experiments confirmed the 
capacity of the worked out software and allow to recommend it for the use in practice 
in the subsystem of the automated analysis of DSS of audit. The proposed method 
was used by Ekol Ukrane, a logistics company, to forecast the amount of freight traf-
fic and for the forecast of indicators in the audit task of display "paid - received" cal-
culations with suppliers of the machine-building enterprise. The prospects of further 
researches are grounded on the proposal to check the offered methods for the wide set 
of test databases. 
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