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Abstract. This article will allow users to search for the necessary information 

about DDOS attacks around the world and predict future attacks, check whether 

their network protection is working, and help to debug it. The purpose is to in-

vestigate possible DDOS attacks, predict possible attacks on specified IP ad-

dresses, attack duration, server load. The object of work is DDOS attacks in the 

world. The subject of work is the research of DDOS attacks collected from 

around the world during 2019. The main task of this work is to develop soft-

ware implementation of the product, machine learning methods that will help to 

investigate and predict the activities of DDOS attacks. The program should help 

predict and predict DDOS risks based on previous hacker attacks; predict attack 

time, number of packets transmitted, server load, etc. This subject area is now, 

no matter how, but remains one of the most relevant topics from the beginning 

of the 21st century to the present day and will most likely be relevant in the 

coming years. 
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1 Introduction 

One of the most popular analogs of research and work is Microsoft's DDoS Protection 

Attack Analytics and rapid response for the Microsoft Azure cloud service. As the 

frequency of DDoS attacks continues to rise, affecting almost two out of five compa-

nies. DDoS attacks are the most common reason for disabling the service.  

Another analog is «Secure Watch Analytics». Corero SecureWatch® Analytics is 

a powerful security analytics web portal that provides a comprehensive and easy-to-

read security dashboard. The information panels are based on specialized distributed 

denial of service (DDoS) channels from the SmartWall Corero defense system. Co-
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rero uses Splunk's big data and advanced visualization software to convert complex 

security event data into a toolbar available through the SecureWatch-Analytics-

Dashboard-Thumbnail-ImageSecureWatch portal. This analytics portal provides host-

ing providers, service providers and businesses with a window for DDoS attacks and 

cyber threats targeted at their online services. Real-time security dashboards on the 

portal provide unprecedented visibility to the organization's network and security 

activities to respond quickly to these threats [1-7]. 

2 Related Work 

In this work, the existing data sets are comprehensively used and the new proposed 

system for DDoS-attacks is used [3]. A new data set, named CICDDoS2019, was 

generated. It eliminates all current shortcomings. A new approach to family identifi-

cation and classification based on a set of network flow functions is proposed using 

the generated data set. It also provides the most important feature sets for detecting 

different types of DDoS attacks with the appropriate weight. 

Basic Attributes of the selected Dataset are such ones: 

•  Stream ID 

•  Flow duration 

•  Timestamp 

•  Protocol; 

•   Destination port 

•  Destination IP address 

•  Source Port 

•  IP source 

•  Packet transmission over time 

•  Total time for packet transmission 

•  The total number of packets that were transmitted 

•  Notes (Flags) 

Besides, there are other signs of dataset selection. Additional information about the 

data set are as follows: 

• The number of instances of objects is> 1,000,000 for different types of servers. 

• Related tasks: Classification, clustering, regression. 

• Published by the Canadian Institute of Cyber Security in the 4th quarter of 2019 

with data collected from various companies. 

• This dataset contains 54 attributes. 

• Data was collected from different IP servers using different ports, collected data on 

the length of packet transmission, time spent on packet transmission, etc. 

• Data were also collected based on different machines (OS) such as Ubuntu, 

Fortinet, Win 7, 8, 8.1, 10, and on different days. 



The Data set supports classification, clustering, and regression methods. The decision 

tree method, which is implemented here, is the classification tree one. The tree struc-

ture contains the following elements: "leaves" and "branches" [1] (Fig. 1). 

 

Fig. 1. The decision tree method structure. 



Each leaf shows the target variable value changed by moving from root to leaves. 

Each internal node corresponds to one of the input variables [1, 8-15]. Dividing the 

target variable sets into subsets based on testing attribute values is used at the classifi-

cation tree. This process is repeated on each of the resulting subsets. The recursion 

ends when the subset at the node achieves the same target variable values. Therefore, 

it does not add value to the predictions [1, 16-21] The top-down induction of decision 

tree (TDIDT) belongs to an absorbing "greedy" algorithm and is currently the most 

common decision tree strategy for data [2, 22-28]. In data mining method, decision 

trees can be used as mathematical and computational methods to help describe, classi-

fy, and generalize a set of data that can be written as follows: Implementation: C # 

(WPF / Class TreeView) [2, 29-34]. 

3 Case Study 

Firstly, let us load the data into pandas Dataframe: 

pd.set_option("display.max_rows", None, "display.max_columns", None) 

df = pd.read_csv('C:/Users/monuel/Desktop/01-12/DrDoS_DNS.csv', sep=",") 

Secondly, let's describe it and check for zero values, etc.: 

 

Thirdly, let's select the attributes needed to work with the model (see Fig.2): 

 



 

Fig. 2. The DataSet Description 

Next, let's construct charts to illustrate how attribute values depend on their values 

and peaks (see Fig.3-8): 

sns.distplot(df['Total Length of Fwd Packets'], kde=False, bins=30, 

color='blue') 

plt.show() 

sns.distplot(df[' Total Fwd Packets'], kde=False, bins=30, color='blue') 

plt.show() 

sns.distplot(df[' Total Backward Packets'], kde=False, bins=30, col-

or='blue') 

plt.show() 

plt.figure(figsize=(15, 6)) 

sns.countplot(x='Total Length of Fwd Packets', data=df, hue=None, pal-



ette='GnBu') 

plt.show() 

 

Fig. 3. The diagram of the total length of Fwd packets 

 

Fig. 4. The diagram of the total length BackWard packets 



 

Fig. 5. The diagram of the total number of Fwd packets 

 

Fig. 6. The number distribution of sent packets versus to certain time intervals 

plt.figure(figsize=(8, 6)) 

sns.scatterplot(x=' Flow Duration', y=' Total Fwd Packets', data=df, 

hue=None) 

plt.show() 

plt.figure(figsize=(8, 6)) 

sns.scatterplot(x=' Flow Duration', y=' Total Backward Packets', da-

ta=df, hue=None) 

plt.show() 



 

Fig. 7. The scattering diagram of the duration of sending Fwd packets 

 

Fig. 8. The scattering diagram of the duration of sending BackWard packets 



Next, let's break the data into learning and test [8-9]. This can be achieved by a scaler 

train test split model. 

 

Next, let's scale the data: 

 

Next, let's create a linear regression model using the available data. Let's create an 

instance of the LinearRegression class, which will represent a regres-sion model [8-

11]: 

model = LogisticRegression(solver='liblinear', max_iter=99999, ran-

dom_state=0) 

Using .fit () let's calculate the optimal values of the weights 𝑏₀ and 𝑏₁, using the exist-

ing input and output (x and y) as arguments. In other words, .fit () corresponds to the 

model. 

model.fit(X_train, y_train) 

print(model.classes_) 

Next, let’s derive the accuracy of the predicted model and other data (Fig.9). 

 

Fig. 9. The model accuracy 

The Intercept and coefficient models are shown in Fig.10: 

modelIntercept = model.intercept_ 

print(modelIntercept) 

modelCoef = model.coef_ 

print(modelCoef) 



 

Fig. 10. The coefficient model 

Next, let’s run a test probation of the model (Fig.11): 

predictProbationOfModel = model.predict_proba(X_train) 

 

Fig. 11. The test probation of the model at 1 

Next, let’s test the model at 0 and 1 (Fig.12): 

predictOfModel = model.predict(X_train) 

 

Fig. 12. Probation of the model at 0 and 1 

Obtained results of the model are shown in Fig.13: 



 

 

Fig. 13. The model results  

Next, let’s build a Confusion matrix (Fig.14). 

 

Fig. 14. The confusion matrix 

Next, let’s build a report on the classification as a string or dictionary: 

 

Next, let’s build a report on the classification as a line or dictionary. 

 

Next, let’s improve the model: 

 

As results, we get the accuracy of the improved model and other data (Fig.15): 

 

Fig. 15. The accuracy of the improved model 



4 Conclusions  

In this article, we looked at DDos attacks in the world, looked at the growth of DDos 

and the relevance of this topic. We researched the dataset of the Canadian University 

of Cybersecurity and described it. We considered how long it takes to send Fwd and 

Backward packets. Also, the number of packet transmissions over a period has been 

investigated. The distribution and confusion matrices for given attributes have been 

built. An accuracy of 0.08 has got, but that is because we used a small amount of data. 

Also the result to 0.09. has been improved. Python tools, namely: pandas, matplotlib, 

numpy, sklearn have been used for creating a model, learning, data storage, and visu-

alization.  
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