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Abstract. The aim of the study is to take advantages of modern information 

technology to solve educational problems and improve the quality of education. 

This review uses the capabilities and tools of virtual reality and machine learning 

to create a learning platform for children with disabilities. The document also 

describes the partial practical implementation of the system. The platform is 

designed to solve students' potential problems with learning and socialization. 

The study concludes by highlighting aspects that require further research and 

development. 

Keywords. Virtual Reality, Machine Learning, Special needs. 

1 Introduction 

Autism is a life-long illness that has a very big impact on the children's personality as 

well as their families or caregivers. Diagnosis can give an understanding of why a child 

or teenager is different from their peers, as well as open the way to support and services 

in education, health and social care, access to volunteer organizations, and contact with 

other children and families with similar experience. All this can improve the lives of 

children and their family members. The main manifestations of autistic behavior are 

usually present in early childhood, but are not always noticeable in the circumstances 

in which the child's condition is manifested, such as when he/she is in kindergarten or 

in elementary or secondary school. Autism is largely related to a number of 

comorbidities [1-9]. Computer programs are increasingly used in clinical practice for 

psychological and medical rehabilitation of children, as well as in educational practice. 

Virtual reality (VR), like other computer programs, has proven to provide a particularly 

conducive environment for people with ASD, as it offers structure, visual learning 

mediation, repetition opportunities, affective engagement and additional control of 

learning environment. An effective, convenient, supportive and emotionally 
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comfortable area will help improve the learning process of children with special needs. 

VR also has similar characteristics, so it is likely to have an enhanced learning effect 

(especially in terms of generalization) due to its high ability to attract and direct 

attention, to provide a high level of environmental control, and to emotionally engage 

participants. Thus, there are good a priori reasons to use VR as a tool for teaching 

children with disabilities. Virtual reality technology has several strengths in terms of 

potential application to ASD interventions, including: malleability, manageability, 

repeatability, modified sensory stimulation, and the ability to apply personalized 

approaches and enhancement strategies. The main sensory VR output is auditory and 

visual, which can represent a reduction of real-world information, but also provides a 

complete description of the setup without the need for imaginary components. 

Individuals with ASD can refine their learning skills in a situation where the proposed 

installation can manifested in physical or visual form. A virtual environment can easily 

modify attributes, add or remove objects in ways that may not be possible in a real 

environment, but may be valuable for teaching abstract concepts [10-15]. 

Therefore, VR can offer the benefit of presenting abstract concepts through visual 

means (such as bubbles with virtual character lines) and seamlessly allow you to change 

the environment (for example, change the color of the ball or make the table disappear), 

which may be difficult or even impossible in a real environment. VR can also portray 

different scenarios that may be unworkable in a therapeutic "real world" setting given 

the natural social constraints and resource issues. Thus, VR is well suited for creating 

interactive skills training paradigms in the main areas of defection for individuals with 

ASD. Machine learning in education is a form of personalized learning that can used to 

give each student a personalized educational experience. In these conditions, students 

focus more on their own education, can follow the most comfortable pace for them, and 

make independent decisions about what to study [16-15]. 

Machine learning provides an opportunity for better organization and management 

of the curriculum. This helps to accordingly differentiate each job and better understand 

each student's potential. As a result, it improves the quality of the analysis of which 

work is best for the teacher and which teaching methods are most effective for the 

student. This method facilitates the work of teachers and students and makes their 

learning process more comfortable and fun. It also increases the level of involvement 

and interest in learning, which increases the effectiveness of education. Machine 

learning has the potential to make teachers more effective by performing tasks such as 

classroom management, scheduling, and more. Thus, teachers can focus on tasks that 

cannot be accomplished by AI and which require human intervention [4, 10, 14]. 

Artificial intelligence is a term that describes an algorithm based on its own 

knowledge base to deliver results that have a significant impact on users. With this 

concept in mind, it is easy to understand the importance of machine learning in this 

field. The connection to virtual reality becomes clearer when one considers the 

increasing impact that machine learning has on it. A simple headset that displays digital 

images does not require artificial intelligence. However, virtual reality does depend on 

highly accurate AI algorithms to simulate reality. 

Old-school teachers find it difficult to get used to machines that have the ability to 

think and learn. Such people do generally not perceive machine learning suggestions as 

a tool that can change the field of education due to lack of attention. However, the 

introduction of such technology in learning will not avoided. Machine learning in the 



form of predictive analytics is used to draw conclusions about things that may happen 

in the future. For example, using a high school student’s record set, predictive analytics 

might tell which one is more likely is expelled because of an academic failure or even 

a predictable score on a standardized exam, such as ACT or SAT. Machine learning in 

the form of adaptive learning can used to exclude problematic situations or encourage 

the thirst for knowledge. Adaptive learning is a technological or online education 

system that analyzes student’s work in real time and modifies teaching methods and 

curriculum based on this data. 

2 Description of the Platform 

Our main goal is to help improve the learning and social skills of students with special 

learning needs using virtual reality and machine learning. Children, especially when 

they are very young, do not understand their differences from others and because that 

they primarily need to be taught to realize their identity and social behavior properly. 

Later they can learn various subjects, such as mathematics, biology, history, art, music, 

physics, etc. The teacher or assistant teacher chooses a lesson according to the level of 

knowledge and social skills of the student, and the child is going through a lesson, as 

he wants. Because the lesson is designed in the form of a game, the child will not even 

notice that he is automatically receiving new knowledge and skills. 

The virtual reality system also requires the use of non-player characters who need to 

respond to the environment. That is, for a full immersion, they must not only follow the 

written code for interaction, but also "learn" to do something a person would. For 

example, in the case of a road situation, a “smart” non-player character may respond to 

the road situation based on information from his or her visual and auditory senses. This 

is precisely what the virtual reality environment needs to develop. Children who see 

NPC behavior will take this as a basis for their interactions with the system [26-31].  

There are studies that have already implemented similar systems, but all of them are 

informative due to the lack of standardization of virtual reality systems (hardware and 

software). An example is the ClassVR technology, which offers kids exciting, 

beautifully focused training programs, virtual reality education resources. You can 

search by topic, topic, or even keyword and find ready-made collections or individual 

resources to create your own lesson [1-3]. Computer expert Jack Clover studies the 

relationship between machine learning, artificial intelligence, and virtual reality. 

Another example is the research and implementation of Second Life ™ VR island 

virtual reality, where the locations are: school classroom, school canteen, playground, 

camping, racing track, fast food restaurant, hardware store, apartment, coffee shop, 

sporting goods store and Central Park. 

Examples of social lessons that a child can learn [7-9]: 

● a route to school; 

● behavior in computer class; 

● interaction with peers; 

● behavior in the store; 

● safety skills (fire, chemicals and so on). 

For a comprehensive picture of the essence of the system under study, we depict a tree 

of goals. 



 
Fig. 1.  Goal tree 

In order to represent the functionality and interaction of processes in a system, there are 

many methodologies. The IDEF0 methodology is chosen to represent this information 

system because it is the most common one for use where it is necessary to illustrate 

methods that require simple and clear definitions. In addition to the inputs and outputs, 

the methodology has controls and mechanisms. The former serves as the kind of guide 

and instruction on which the interaction of functional blocks should take place. The 

second is, in fact, people with certain skills, equipment, hardware, etc. who serve as 

tools when executing the system. The following four types of arrows are used for 

diagram A0. Input: Student's self-study, choosing a lesson by a teacher. Output: “Test 

results for the student”, “Test results for the teacher”. Controls: “AR interface”, 

“Information technology tools (glasses, controllers, tablets, etc.)”, “Recommendations 

for the education of students with special needs”. Mechanisms: “Student with special 

needs”, “Teacher”, “Hardware”. 

 
Fig. 2. Context chart A-0 



After determining the A0 level, which represents the main purpose of the system, at 

least one decomposition is made (usually two). Although, if required by the system, up 

to eight decompositions can be made for detail and clarity in illustrating the main 

functionality. After breaking down the main functional block “Virtual reality platform 

using ML for teaching children with special needs”, five new features are  created: 

“Start the lesson”, “Play a theoretical scene”, “Complete a practice scene”, “Analyze 

student activity through ML”, “Complete the lesson”. 

All the arrows that are used in the previous diagram remain at this level. In addition, 

several new inputs and outputs have added: “Running the theoretical part of the lesson”, 

“Running the practical part of the lesson”, “Data on student activity”, “Running the 

standby window”, “Data analyzed” [11-13, 32-43]. 

 
Fig. 3. IDEF0. Figure A0. Decomposition of the system. 

For better demonstrate how the “Complete a practice scene” function block decided to 

make a second decomposition. As a result, this functional block has been broken down 

into three others that clearly demonstrate its activities: “Expect to trigger”, “Work on 

the student's actions”, “Respond to student action”. Also included here are the inputs 

and outputs: “Student action”, “Selected reaction for interaction”. Since machine 

learning is a very important component of our system, decomposition of the functional 

block “Analyze student activity through ML” is recommended and necessary for 

detailing the information system. After breaking this block, four new features are 

created that clearly and simply represent this process: "Initialize a new method object", 

"Generate input and output data for training", "Model training", "Use the constructed 

model to analyze the student's activity”. To combine these four function blocks, you 

need to add auxiliary inputs and outputs to the diagram. As a result, three new arrows 

are created: “Initialization of indicators”, “Input and output data”, “The model is built 

as a result of training”. 



 
Fig. 4. IDEF0. Figure A3. The decomposition process “Complete a practice scene” 

 
Fig. 5.  IDEF0. Figure A4. The decomposition process “Analyze student activity through ML” 

To present a simplified version of the basic functions that will implemented in the 

information system, a hierarchy of system tasks is a good option. This includes all five 

major function blocks that were included in the A0 diagram shown earlier and the main 

function of the A-0 diagram, which is the first general system diagram. 



 
Fig. 6.  The hierarchy of tasks of this system 

Because of the systematic analysis of the information system, four diagrams were 

constructed using the IDEF0 methodology. The first diagram represents the main 

function of the developed system. After the first decomposition of the main functional 

block into five functions, a general system view is created. Next, to better illustrate the 

individual processes, we made two more partitions of the selected functional blocks. 

After performing this system analysis, you can be convinced of the simplicity, accuracy 

and clarity of the IDEF0 methodology [15-19, 44-48]. 

The following system is created in a way that meets all the requirements of web 

accessibility, software and universal design [22]. It will allow combining hardware and 

software components of information technologies into appropriate complexes, which 

will make it possible to achieve a specific pedagogical goal [23-25, 49-52]. In order to 

eliminate any barriers to learning and to give all students equal opportunities to succeed, 

there are various methods of learning using UDL. This is where UDL will used to create 

flexibility and adapt to each student's strengths and needs. 

 3 Virtual Reality and School Education 

In the future, to implement this application-using machine learning, it is necessary to 

choose its methodology and algorithm. Since the primary purpose is to classify the 

performance of the lesson, it is very convenient to use the reference vector method 

(SVM). It is the most common to solve the classification and regression problem. 

The main feature of the method is that it is more accurate than other estimation 

methods. As the virtual reality system is implemented, it will run from a computer. This 

means that the computing power of the device is sufficient to work out a method 

algorithm. Classified objects can divided only linearly in individual cases. For the most 

part, they are not linear. Therefore, to solve the linear distribution problem, kernel 

functions that project data from a low-dimensional space into a multidimensional one 

are used. With the right kernel function selected, objects can linearly separate by a 

hyperplane in multidimensional space. Thus, kernel functions serve as a directing 

space. 



The main task of the algorithm is to find the most correct line, or hyperplane, which 

divides the data into two classes. SVM is an algorithm that receives data at the input 

and returns a line separating that data [4, 10, 14]. 

Before the lesson begins, the child will review the theoretical scene to know what to 

do during the practical part of the lesson. For example, during a lesson on proper 

behavior on the street and specifically how to cross the road, the system will show the 

student how to do it - wait for the green traffic light, see if there is an underground 

crossing, if so, then he/she can go there to make the road safer. In the practical part, the 

child can do what he/she wants, but if he/she wants to cross the road to a red light, then 

the system simply will not allow it. One of the lessons that teach social behavior - on 

the street has practically implemented. There is also a non-playable character in the 

scene to help the child to understand when to cross the road and when not. Such avatars 

in the next versions of the application will learn and choose the path of their behavior. 

For example, crossing them through a pedestrian crossing with a traffic light or going 

into an underground crossing. 

 
Fig. 7. Example of a scene with a road crossing at a traffic light 

 

Fig. 8. Red Light Transition Warning 



 
Fig. 9. Example of a scene with an underground pedestrian crossing 

4 Conclusions 

The findings analyzing, it can concluded that children will become more socialized 

after the lessons are over. It can noted also that their level of knowledge will increase 

and the number of conflicts will decrease. However, learning through virtual 

environments will only be effective if parents also work with the children and explain 

why they should do so, not otherwise. The system is designed with the help of virtual 

reality capabilities and machine learning tools, because virtual reality is a powerful tool 

that helps students with learning disabilities improve. This helps the system anticipate 

the student's steps, so it can offer an alternative that the student can make. 

Reference 

1. Themenheft 2 zur Inklusion – Grundlagen und Hinweise für die Förderung von SuS mit 

Autismus-Spektrum-Stoerungen (ASS) an allgemeinen Schulen 

2. Empathy For Autism With Virtual Reality – Classvr, https://www.classvr.com/empathy-

for-autism-with-virtual-reality/, last accessed 2020/05/03. 

3. Curriculum-Aligned Virtual, Augmented & Mixed Reality Content – Classvr, 

https://www.classvr.com/school-curriculum-content-subjects, last accessed 2020/05/03. 

4. Niu, K., Guo, J., Pan, Y., Gao, X., Peng, X., Li, N., Li, H.: Multichannel Deep Attention 

Neural Networks for the Classification of Autism Spectrum Disorder Using Neuroimaging 

and Personal Characteristic Data. In: Complexity, 2020, pp.1-9. (2020). 

5. Didehbani, N., Allen, T., Kandalaft, M., Krawczyk, D., Chapman, S.: Virtual Reality Social 

Cognition Training for children with high functioning autism. In: Computers in Human 

Behavior, 62, pp.703-711. (2016). 

6. Bellani, M., Fornasari, L., Chittaro, L., Brambilla, P.: Virtual reality in autism: state of the 

art. In: Epidemiology and Psychiatric Sciences, 20(3), pp.235-238. (2011). 



7. Grivokostopoulou, F., Kovas, K., Perikos, I.: The Effectiveness of Embodied Pedagogical 

Agents and Their Impact on Students Learning in Virtual Worlds. In: Applied Sciences, 

10(5), p.1739. (2020). 

8. Fridhi, A., Benzarti, F., Frihida, A., Amiri, H.: Application of Virtual Reality and 

Augmented Reality in Psychiatry and Neuropsychology, in Particular in the Case of 

Autistic Spectrum Disorder (ASD).  In: Neurophysiology, 50(3), pp.222-228. (2018). 

9. Mesa-Gresa, P., Gil-Gómez, H., Lozano-Quilis, J., Gil-Gómez, J.: Effectiveness of Virtual 

Reality for Children and Adolescents with Autism Spectrum Disorder: An Evidence-Based 

Systematic Review. In: Sensors, 18(8), p.2486. (2018). 

10. Georgescu, A., Koehler, J., Weiske, J., Vogeley, K., Koutsouleris, N., Falter-Wagner, C.: 

Machine Learning to Study Social Interaction Difficulties in ASD. In: Frontiers in Robotics 

and AI, 6. (2019). 

11. Ahuja, A., L. Boam, A.: Sound walk guide: A transition tool for autism spectrum disorder. 

In: Annals of Indian Psychiatry, 2(2), p.135. (2018). 

12. dos Santos, C., Osório, F.: An intelligent and adaptive virtual environment and its 

application in distance learning. In: Proceedings of the working conference on Advanced 

visual interfaces - AVI '04. (2004). 

13. Pan, Z., Cheok, A., Yang, H., Zhu, J., Shi, J.: Virtual reality and mixed reality for virtual 

learning environments. Computers & Graphics, 30(1), pp.20-28. (2006). 

14. Roßmann, J., Schlette, C., Wantia, N.: Virtual Reality Providing Ground Truth for Machine 

Learning and Programming by Demonstration. Volume 2: 32nd Computers and 

Information in Engineering Conference, Parts A and B. (2012). 

15. Herrera, G., Alcantud, F., Jordan, R., Blanquer, A., Labajo, G., De Pablo, C.: Development 

of symbolic play through the use of virtual reality tools in children with autistic spectrum 

disorders. In: Autism, 12(2), pp.143-157. (2008). 

16. Bozgeyikli, L., Raij, A., Katkoori, S., Alqasemi, R.: A Survey on Virtual Reality for 

Individuals with Autism Spectrum Disorder: Design Considerations. In: IEEE Transactions 

on Learning Technologies, 11(2), pp.133-151. (2018). 

17. Bernardes, M., Barros, F., Simoes, M., Castelo-Branco, M.: A serious game with virtual 

reality for travel training with Autism Spectrum Disorder. In: International Conference on 

Virtual Rehabilitation (ICVR). (2015). 

18. Parsons, S.: Learning to work together: Designing a multi-user virtual reality game for 

social collaboration and perspective-taking for children with autism. In: International 

Journal of Child-Computer Interaction, 6, pp.28-38. (2015). 

19. Ip, H., Wong, S., Chan, D., Byrne, J., Li, C., Yuan, V., Lau, K., Wong, J.: Enhance 

emotional and social adaptation skills for children with autism spectrum disorder: A virtual 

reality enabled approach. In: Computers & Education, 117, pp.1-15. (2018). 

20. Lahiri, U., Welch, K., Warren, Z., Sarkar, N.: Understanding psychophysiological response 

to a Virtual Reality-based social communication system for children with ASD. In: 

International Conference on Virtual Rehabilitation. (2011). 

21. Mesa-Gresa, P., Gil-Gómez, H., Lozano-Quilis, J., Gil-Gómez, J.: Effectiveness of Virtual 

Reality for Children and Adolescents with Autism Spectrum Disorder: An Evidence-Based 

Systematic Review. In: Sensors, 18(8), p.2486. (2018). 

22. The UDL Guidelines, http://udlguidelines.cast.org/, last accessed 2020/05/03. 

23. Web Content Accessibility Guidelines (WCAG) 2.0, www.w3.org/TR/WCAG20/.  

http://udlguidelines.cast.org/
http://www.w3.org/TR/WCAG20/


24. Shestakevych, T., Pasichnyk, V., Nazaruk, M., Medykovskiy, M., Antonyuk, N.: Web-

Products, Actual for Inclusive School Graduates: Evaluating the Accessibility. In: 

Advances in Intelligent Systems and Computing, 871. Springer, Cham (2019). 

25. Andrunyk, V., Pasichnyk, V., Shestakevych, T., Antonyuk, N.: Modeling the recommender 

system for the synthesis of information and technology complexes for the education of 

students with autism. In: International Conference on Computer Sciences and Information 

Technologies (CSIT), pp. 183-186, (2019). doi: 10.1109/STC-CSIT.2019.8929776. 

26. Burger, W., Barth, M.J.: Virtual Reality for Enhanced Computer Vision. In: Virtual 

Prototyping. IFIP Advances in Information and Communication Technology. Springer, 

Boston, MA. (1995). 

27. Shakhovska, N., Vysotska, V., Chyrun, L.: Intelligent Systems Design of Distance 

Learning Realization for Modern Youth Promotion and Involvement in Independent 

Scientific Researches. In: Advances in Intelligent Systems and Computing 512. Springer 

International Publishing AG, 175–198. (2017) 

28. Shakhovska, N., Vysotska, V., Chyrun, L.: Features of E-Learning Realization Using 

Virtual Research Laboratory. In: Proceedings of the International Conference on Computer 

Sciences and Information Technologies, CSIT, 143–148. (2016) 

29. Lytvyn, V., Vysotska, V., Veres, O., Rishnyak, I., Rishnyak, H.: The Risk Management 

Modelling in Multi Project Environment.. In: Proceedings of the International Conference 

on Computer Sciences and Information Technologies, CSIT, 32-35. (2017) 

30. Naum, O., Chyrun, L., Kanishcheva, O., Vysotska, V.: Intellectual System Design for 

Content Formation. In: Proceedings of the International Conference on Computer Sciences 

and Information Technologies, CSIT, 131-138. (2017) 

31. Gozhyj, A., Kalinina, I., Vysotska, V., Gozhyj, V.: The method of web-resources 

management under conditions of uncertainty based on fuzzy logic. In: Proceedings of the 

International Conference on Computer Sciences and Information Technologies, CSIT, 343-

346. (2018) 

32. Gozhyj, A., Vysotska, V., Yevseyeva, I., Kalinina, I., Gozhyj, V.: Web Resources 

Management Method Based on Intelligent Technologies. In: Advances in Intelligent 

Systems and Computing, 871, 206-221. (2019) 

33. Chyrun, L., Vysotska, V., Kis, I., Chyrun, L.: Content Analysis Method for Cut Formation 

of Human Psychological State. In: International Conference on Data Stream Mining and 

Processing, DSMP, 139-144. (2018) 

34. Lytvyn, V., Vysotska, V., Chyrun, L., Chyrun, L.: Distance Learning Method for Modern 

Youth Promotion and Involvement in Independent Scientific Researches. In: Proc. of the 

IEEE First Int. Conf. on Data Stream Mining & Processing (DSMP), 269-274. (2016) 

35. Vysotska, V., Rishnyak, I., Chyrun L.: Analysis and evaluation of risks in electronic 

commerce. In: CAD Systems in Microelectronics, 9th International Conference, 332-333. 

(2007) 

36. Chyrun, L., Kis, I., Vysotska, V., Chyrun, L.: Content monitoring method for cut formation 

of person psychological state in social scoring. In: Proceedings of the International 

Conference on Computer Sciences and Information Technologies, CSIT, 106-112. (2018) 

37. Lytvyn, V., Pukach, P., Bobyk, І., Vysotska, V.: The method of formation of the status of 

personality understanding based on the content analysis. In: Eastern-European Journal of 

Enterprise Technologies, 5/2(83), 4-12. (2016) 

https://www.scopus.com/authid/detail.uri?origin=AuthorProfile&authorId=57204559822&zone=


38. Lytvyn, V., Vysotska, V., Rzheuskyi, A.: Technology for the Psychological Portraits 

Formation of Social Networks Users for the IT Specialists Recruitment Based on Big Five, 

NLP and Big Data Analysis. In: CEUR Workshop Proceedings, Vol-2392, 147-171. (2019) 

39. Zdebskyi, P., Vysotska, V., Peleshchak, R., Peleshchak, I., Demchuk, A., Krylyshyn, M.: 

An Application Development for Recognizing of View in Order to Control the Mouse 

Pointer. In: CEUR Workshop Proceedings, Vol-2386, 55-74. (2019) 

40. Rzheuskyi, A., Kutyuk, O., Vysotska, V., Burov, Y., Lytvyn, V., Chyrun, L.: The 

Architecture of Distant Competencies Analyzing System for IT Recruitment. In: 

Proceedings of the International Conference on Computer Sciences and Information 

Technologies, CSIT, 254-261. (2019) 

41. Gozhyj, A., Kalinina, I., Gozhyj, V., Vysotska, V.: Web service interaction modeling with 

colored petri nets. In: Intelligent Data Acquisition and Advanced Computing Systems: 

Technology and Applications, IDAACS, 1, 319-323. (2019) 

42. Berko, A.Y., Aliekseyeva, K.A.: Quality evaluation of information resources in web-

projects. In: Actual Problems of Economics 136(10), 226-234. (2012) 

43. Holoshchuk, R., Pasichnyk, V., Kunanets, N., Veretennikova, N.: Information Modeling of 

Dual Education in the Field of IT. In: Advances in Intelligent Systems and Computing IV, 

Springer Nature Switzerland AG, Springer, Cham, 1080, 637-646. (2020) 

44. Emmerich, M., Lytvyn, V., Yevseyeva, I., Fernandes, V. B., Dosyn, D., Vysotska, V.: 

Preface: Modern Machine Learning Technologies and Data Science (MoMLeT&DS-

2019). In: CEUR Workshop Proceedings, Vol-2386. (2019) 

45. Babichev, S.: An Evaluation of the Information Technology of Gene Expression Profiles 

Processing Stability for Different Levels of Noise Components. In: Data, 3 (4), 48. (2018) 

46. Babichev, S., Durnyak, B., Pikh, I., Senkivskyy, V.: An Evaluation of the Objective 

Clustering Inductive Technology Effectiveness Implemented Using Density-Based and 

Agglomerative Hierarchical Clustering Algorithms. In: Advances in Intelligent Systems 

and Computing, 1020, 532-553. (2020) 

47. Berko, A., Alieksieiev, V., Lytvyn, V.: Knowledge-based Big Data Cleanup Method. In: 

CEUR Workshop Proceedings, Vol-2386, 96-106. (2019) 

48. Rzheuskyi, A., Gozhyj, A., Stefanchuk, A., Oborska, O., Chyrun, L., Lozynska, O., 

Mykich, K., Basyuk, T.: Development of Mobile Application for Choreographic 

Productions Creation and Visualization. In: CEUR Workshop Proceedings, Vol-2386, 340-

358. (2019) 

49. Pasichnyk, V., Shestakevych, T.: The model of data analysis of the psychophysiological 

survey results. In: Advances in Intelligent Systems and Computing, 512, 271-281. (2017) 

50. Shestakevych, T., Pasichnyk, V., Kunanets, N.: Information and technology support of 

inclusive education in Ukraine. In: Advances in Intelligent Systems and Computing, 754, 

746-758. (2019) 

51. Shestakevych, T., Pasichnyk, V., Kunanets, N., Medykovskyy, M., Antonyuk, N.: The 

content web-accessibility of information and technology support in a complex system of 

educational and social inclusion. In: International Scientific and Technical Conference on 

Computer Sciences and Information Technologies, CSIT, 1, 27-31. (2018) 

52. Andrunyk, V., Pasichnyk, V., Antonyuk, N., Shestakevych, T.: A Complex System for 

Teaching Students with Autism: The Concept of Analysis. Formation of IT Teaching 

Complex. In: Advances in Intelligent Systems and Computing IV, Springer Nature 

Switzerland AG, Springer, Cham, 1080, 721-733. (2020) 

http://momlet.in.ua/about-momlet/
http://momlet.in.ua/about-momlet/

