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Abstract. In article the concept of use of innovative technology of study on the 

basis of information and cognitive model of activation of processes of study of 

leading experts, as intellectual agents in system of support of acceptance of ad-

ministrative decisions, for different subject areas is proved. As a result of research 

it is improved two-level model of the organization of management of educational 

institution which provides activation of processes of study for intellectual activity 

of the expert during the decision of put problem problems, what provide a finding 

of optimum decisions, as means of systematization of administrative decisions of 

the own experimental-scientific organization and practical work. The offered sys-

tem-structural method which is directed on activation of processes of study of 

experts during finds of optimum decisions by mathematical methods which con-

sist in research of objects as set of elements and relations between them for prep-

aration and a substantiation of strategic decisions concerning not structured dif-

ficult problems that exist or arise in information system during its working out or 

functioning. The method of structuration of procedures of mathematical and ap-

plied problems solving and revealing of their information essence, and also the 

offered method of search of the plan of mathematical problems solving as com-

ponents of information technology is detailed. decisions. 

 

Keywords: method; model; problem; solving mathematical problems; infor-

mation technologies. 

1 Introduction 

In order to choose the method [1] of solving problems, it is important to know what 

type of problems and on the basis of what general rules and regulations it is possible to 

know its solution, which needs a solution plan. Finding a solution plan is an intellectual 

process, which is based on information and mathematical operations and procedures 

for performing target actions. A problem solving plan is a central part of the whole 
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decision-making process, which leads to an algorithm that consists of actions and op-

erations, which are studied in basic courses of mathematics and logic of the subject 

industry [10, 22]. The process of problem solving begins not with a plan, but with anal-

ysis, construction of a schematic record (formalization), identification of conditions and 

goal, search for a solution scenario and a plan scheme based on the associative genera-

tion of the idea of achieving the goal as components of a cognitive model of thinking 

of a specialist [20]. The basis of cognitive activity during the identification of the type 

of tasks is the process of recognition on the basis of the procedure of structuration, 

classification of conditions and images, purpose and types of mathematical tasks with 

reference models of decision procedures [12]. The analysis of classes of models of 

problems testifies that process of construction of methods and plans of the decision in 

the implicit form uses components of information technology [19, 24]. New require-

ments of science, technics, business processes have formed classes of problems which 

cannot be untied without use of information technology, their software and computer 

software. Information and computer technologies is a system of integral complemen-

tary technologies with a certain hierarchy and structure of dialogue between the user 

and the computer system. Accordingly, there are regularities and methods of data cre-

ation as data carriers about the state of the object (information), storage, search, meth-

ods of selection, elaboration and representation, received from other structures [4, 6, 

7]. During the solution of formulated mathematical problems data are numbers, logical 

and mathematical expressions, geometric structures, which are processed according to 

algorithms. Solving problems of information type, they operate with data which have 

different structure, both mathematical and linguistic, and are connected with infor-

mation search, working out of unstructured text information (editing, translation, plan-

ning) [2, 3, 9, 28]. Besides, computer and applied software gives the chance to store 

and process nonnumeric information - texts, drawings, graphics, lists and tables. The 

basic psychological, cognitive and intellectual properties necessary for functioning of 

a face in the environment of information technologies: high level of mobility and ability 

to work virtually; psychological and cognitive firmness for work in extreme conditions; 

high level of education and mental abilities, logical and analytical thinking; ability to 

solve non-standard problems and creativity of decisions; skills and abilities for trans-

formation of knowledge and their use for the decision of problems and problem situa-

tions; uniqueness of in [16, 18, 23]. The concept of innovative technology of studying 

on the basis of use of information and cognitive model for activation of processes of 

studying, as the intellectual agent in system of support of decision-making is proved. 

The two-level model of the organization of management of an educational institution 

which provides activation of processes of study for intellectual activity of the expert in 

the decision of set problem tasks which provide scientific researches and means of sys-

tematization of own organization of experimental-scientific and practical work is im-

proved. The offered system-structural method is directed on activation of processes of 

study of experts that consists in research [15, 26] of objects as set of elements and 

relations between them for preparation and substantiation of strategic decisions con-

cerning not structured problems which exist or arise in information system. The method 



 

of structuration of procedures of mathematical and applied problems solving and re-

vealing of their information essence, and also the method of search of the plan of math-

ematical problems solving as components of information technology is detailed [9, 13]. 

2 Consolidated model for collective decision-making with 

discussion 

 

To choose a method for solving problems, it is important to know what type of tasks 

and on the basis of what general rules and regulations you can know its solution, which 

needs a solution plan [25, 27, 32, 33]. 

Finding a solution plan is an intellectual process that is based on information and 

mathematical operations and procedures for performing targeted actions. A plan for 

solving a problem is a central part of the entire decision-making process, which leads to 

an algorithm that consists of actions and operations that are studied in basic courses in 

mathematics and logic in the subject field [5, 11, 25, 31]. 

The process of solving problems does not begin with a plan, but from analysis, con-

structing a schematic record (formalization), identifying conditions and goals, searching 

for a solution scenario and a plan based on the associative generation of an idea to 

achieve a goal as a component of a specialist’s cognitive model of thinking. 

Classification of task types 

The basis of cognitive activity during the allocation of the type of tasks is the recog-

nition process based on the structuring procedure, classification of conditions and im-

ages, goals and types of mathematical problems with reference models of decision pro-

cedures. 

Basic reference task models: 

 problems on search, recognition of the search unknown (object, value, 

shape, geometric structure), and also on the solution of equations, sys-

tems of equations, inequalities, finding of variables concerning condi-

tions; 

 problem of finishing or explanation – in problems of this type of require-

ment consists in finding or checking the validity of the statement, its cor-

rectness or incorrectness, to explain a certain fact; 

 problems on construction or transformation – in such problems for con-

struction of decision process it is necessary to transform mathematical 

expression for revealing of structure, to construct a geometrical figure ac-

cording to conditions and the purpose. 

The analysis of classes of problem models shows that the process of constructing 

methods and solutions of the solution in the implicit form uses components of infor-

mation technology: 

 cognitive models of goal-oriented thinking; 

 ability to use data and knowledge presented in mathematical form; 

 the presence of the principles of logical thinking to present the content of 

knowledge and operate them; 



 ability to move from the formula to the algorithm as a plan of operations; 

 identifying and memorizing the essence and content of the task and per-

forming its decomposition; 

 memorization of data, mathematical operations, schemes of construction 

of the plan of the decision; 

 identification of the information essence of the problem and the purpose 

of its solution and the choice of tool (logical-mathematical) for the con-

struction of the plan and its implementation. 

Types of tasks that require information and computer technology 

New requirements of science, technology, business processes have formed classes of 

problems that cannot be solved without the use of information technology, their software 

and computer software [17]. 

The following tasks are characterized by: 

 a large amount of unstructured data; 

 software for building algorithms; 

 planning decision-making procedures; 

 the need for databases and knowledge in a particular subject area; 

 complexity, blurred data and unclear goals in decision making; 

 large volume and speed of data exchange required in the process of solv-

ing problems. 

Information and computer technologies are a system of integral complementary tech-

nologies with a certain hierarchy and structure of user dialogue with a computer system. 

Definitions. Informatics is a branch of scientific and technical activity of a person, 

which includes the structure and general properties of data and their transformation, the 

identification of the content necessary for targeted decisions. 

Accordingly, patterns and methods of data creation as carriers of information about 

the state of the object (information), storage, retrieval, methods of selection, processing 

and presentation obtained from other structures are revealed. 

Information technology is a set of hardware and software tools for collecting, pro-

cessing, interpreting data content and their interpretation, providing decision-making 

processes in industry, management, science, education, design of complex systems, eco-

nomics, medicine, energy, ecology, during the formation of plans solving specific tasks 

for each industry and further formation of requirements [8, 21]. 

Information is information about objects and phenomena in the environment and 

man-made systems, their parameters, properties, which characterize the state described 

by a set of ordered data. 

When solving the formulated mathematical problems, the data are numbers, logical 

and mathematical expressions, geometric structures, which are processed according to 

algorithms. 

Solving problems of information type, operate with data that have a different struc-

ture – both mathematical and linguistic, and related to information retrieval, processing 

of unstructured textual information (editing, translation, planning), and computer and 

application software provides the ability to store and process non-numerical information 

– texts, figures, graphics, lists and tables [30, 31]. 



 

The standard course in computer science, computer engineering and computer tech-

nology consists of the following educational subject-oriented blocks (units): basics of 

computer science (mathematical and logical); operating systems (OS); work in the Win-

dows environment; basics of algorithm theory; basics of programming in high-level lan-

guages, code programming; structures of algorithms (logical and mathematical opera-

tions, cycles, trees); programming of the interface for communication of a component 

and dialogue; text procedures for processing linguistic structures, Microsoft Word; 

spreadsheets, Microsoft Excel; databases and their administration; computer graphics 

and multimedia; systems for creating presentations and automatic processing of data and 

documents; photo and image processing; computer networks and the Internet. 

Information technology is the basis for creating complex information systems to 

solve problems of complex systems management and is the basis for the formation and 

support of decision-making. Accordingly, they include: hardware and software; artificial 

intelligence systems; expert systems; systems for supporting targeted decision-making 

in conditions of risks and conflicts; information systems for production management; 

internet technologies and telecommunication systems; virtual reality systems; game sys-

tems and multimedia; knowledge engineering systems; databases and knowledge; inte-

grated information platforms; automated learning systems; computer-aided design sys-

tems. 

Requirements for employees in the field of information technology and the educa-

tional process, involve the possession of knowledge that depends on the state and devel-

opment of public information technology. 

The main psychological, cognitive and intellectual properties required for the func-

tioning of a person in the environment of information technology: a high level of mobil-

ity and the ability to work virtually; psychological and cognitive resilience to work in 

extreme conditions; high level of education and mental abilities, logical and analytical 

thinking; ability to solve non-standard problems and creativity of decisions; skills and 

abilities to transform knowledge and use it to solve problems and problem situations; 

uniqueness of individual knowledge; ability to generate ideas and hypotheses to develop 

management strategies. 

These requirements are the basis for the creation of new methods of staff training for 

IT systems based on the use of modern information and computer technology. 

3 Logical components in the process of solving problems 

Deductive findings and evidence 

In deductive conclusions, new conclusions from the source data are formed on the 

basis of the rules of logic and the theory of set. 

Definitions. Evidence rule: 

𝛱𝐷=
𝛥 If a link is proved and has a certain structure, the conclusion that has such a 

structure is proven ⟩; that is: 

 the structure of complex statements is considered, not the structure of el-

ementary statements; 



 statements (conclusions) are based on logical links between statements, 

not content. 

Example of a logical conclusion process: 

𝐴𝑖 = {𝑋𝑖1, 𝑋𝑖2…𝑋𝑖𝑛}                                           (1) 

𝐴1, 𝐴2…𝐴𝑛 ↦ 𝐵                                                 (2) 

If the statements are true with the structure expressed in formulas 𝐴1, 𝐴2…𝐴𝑛, then 

true B with its structure, provided that the identical truth is the formula for the logic of 

statements: 

𝐴1,𝐴2…𝐴𝑛

𝐵
≡ 𝐴1, 𝐴2…𝐴𝑛 ⊢ 𝐵                                      (3) 

⊨ 𝐴1, 𝐴2…𝐴𝑛 ⟹  𝐵;  або ⊨
𝑛
⋀

𝑖 = 1
𝐴𝑖 ⟹  𝐵,                        (4) 

that is, in the correct conclusion, there is a ratio of logical progression: 

⊨ (
𝑛
⋀

𝑖 = 1
𝐴𝑖 ⟹  𝐵) ≡ 𝑇,         𝑇 ⊨  (

𝑛
⋀

𝑖 = 1
𝐴𝑖 , ∃𝐴𝑖 = 𝜙 ⟹ 𝐵) ≡ 𝐹.       (5) 

The assessment of the correctness of the conclusion is based on procedures: 

1. Formalize references and conclusions. 

2. Formulate the conjuncture of references. 

3. Determine the validity of the reference formulas. 

Contingent evidence. Rule modus ponens: 

𝐴 → 𝐵, 𝐴

𝐵
     

((𝐴 ⟹ 𝐵)→ 𝐵) (6) 

Output rule options (𝜋𝑚𝑝): 

     𝜋𝑚𝑝
1 : 

𝐴→𝐵,𝐴

𝐵
;    𝜋𝑚𝑝

2 : 
𝐴→𝐵,𝐴

~𝐵
;                                     (7) 

 𝜋𝑚𝑝
3 : 

~𝐴→𝐵,~𝐴

𝐵
;    𝜋𝑚𝑝

4 : 
~𝐴→~𝐵,~𝐴

~𝐵
;                             (8) 

where 𝜋𝑖 – is the rule; A – links, B – the consequence of the output procedure; 

but 

𝜋𝑣 : 
𝐴→𝐵,𝐵

𝐴
                                                                  (9) 

is not a rule of withdrawal? 

Negative conditional category syllogism (modus tollens) for output rules: 

𝜋𝑚𝑡 : 
𝐴→𝐵,~𝐵

~𝐴
 →  𝑇;   (((𝐴 → 𝐵)⋀~𝐵) → ~𝐴) ― 𝑜𝑢𝑡𝑝𝑢𝑡;               (10) 

𝜋𝑚𝑡 : 
𝐴→𝐵,~𝐴

~𝐵
 →  𝐹; ((𝐴 → 𝐵)⋀~𝐴 → ~𝐵) ― 𝑜𝑢𝑡𝑝𝑢𝑡.                    (11) 



 

In the process of analysis of meaningful expressions, if – (modus tollens) under the 

scheme of conditional-categorical syllogism, then on the content the statement ex-

presses necessary and sufficient conditions, that is interpreted as double implication: 

       𝜋𝑣 : 
𝐴→𝐵,~𝐴

~𝐵
 →  𝑇,                                           (12) 

𝑡𝑜 𝑤𝑖𝑡   
𝐴↔𝐵,~𝐴

~𝐵
   𝑔𝑖𝑣𝑒𝑠 𝑡ℎ𝑒 𝑓𝑜𝑟𝑚𝑢𝑙𝑎:   〈(( 𝐴 ↔ 𝐵)⋀~𝐴) → ~𝐵〉,        (13) 

reflecting the structure of logical relationships. 

Conclusion to double implication binds the truth of logical statements, if (A↔B), 

then: 

𝜋𝑣1 : 
𝐴↔𝐵,𝐴

𝐵
;      𝜋𝑣2 : 

𝐴↔𝐵,𝐵

𝐴
;                                  (14) 

  𝜋𝑣3 : 
𝐴↔𝐵,~𝐴

~𝐵
;      𝜋𝑣4 : 

𝐴↔𝐵,~𝐵

~𝐴
.                                (15) 

The scheme of conditional syllogism conclusion in mathematical proof procedures 

has the following form: if (A and B) true statements: 

𝐴→𝐵,𝐵→𝐶

𝐴→𝐶
,     〈(𝐴 → 𝐵)⋀(𝐵 → 𝐶) → (𝐴 → 𝐶) → 𝑇〉,             (16) 

where T – is always true, so we have rules of conclusion: 

𝜋𝑣1 : 
𝐴→𝐵,~𝐴→𝐶

~𝐵→𝐶
;      𝜋𝑣2 : 

𝐴→𝐵,~𝐴→𝐶

~𝐶→𝐵
;                                (17) 

 𝜋𝑣3 : 
𝐴→𝐵,𝐶→~𝐵

𝐴→~𝐶
;       𝜋𝑣4 : 

𝐴→𝐵,𝐶→~𝐵

𝐶→~𝐴
.                                (18) 

Disjunctive syllogisms (separately categorical) - the modus tollendo ponens is used 

in procedures for solving problems: 

𝐴∨𝐵,~𝐴

𝐵
,     𝑖𝑒     (((𝐴 ∨ 𝐵)⋀~𝐴) → 𝐵);                            (19) 

respectively, we have the following rules: 

𝜋𝑣1 : 
𝐴∨𝐵,~𝐵

𝐴
;           𝜋𝑣2 : 

~𝐴∨𝐵,𝐴

𝐴𝐵
;           𝜋𝑣3 : 

𝐴∨𝐵,𝐵

𝐴
.                            (20) 

There can be complex structures for rules: 

𝜋𝑣 : ⟨
𝐴∨𝐵∨𝐶,~𝐴⋀~𝐵

𝐶
⟩ ,          𝜋𝑣 : ⟨

𝐴∨𝐵,𝐴

~𝐵
⟩ ≡ ((𝐴 ∨ 𝐵)⋀𝐴) → ~𝐵,            (21) 

i.e. in disjunctions all alternative forces should be considered, which exist in conditions 

of correctly formulated tasks. 

Dilemmas are conditionally separating conditions in which the snares consist of two 

or more conditions and one separating condition (double prediction), i.e. two alterna-

tives and two undesirables for the subject, this is the basis for choosing a solution when 

solving complex problems for selection procedures. 

A simple constructive dilemma: 

𝜋𝑣𝐷1 : ⟨
𝐴→𝐵,𝐶→𝐵,𝐴∨𝐶

𝐵
⟩,                                                        (22) 



respectively, tautology has the appearance 

((𝐴 → 𝐵)⋀(𝐶 → 𝐵)⋀(𝐴 → 𝐶) → 𝐵)𝑇𝑇𝑓.                        (23) 

A complex structural dilemma in the evidentiary procedure: 

𝜋𝑣𝐷2 : ⟨
𝐴→𝐵,𝐶→𝐵,𝐴∨𝐶

𝐵∨𝐷
⟩,                                              (24) 

respectively, tautology has the appearance 

〈(𝐴 → 𝐵)⋀(𝐶 → 𝐷)⋀(𝐴 → 𝐶) ∨ (𝐵 ∨ 𝐷)〉𝑇𝑇𝑓.                       (25) 

A simple destructive dilemma in output rules: 

𝜋𝑣𝐷3 : ⟨
𝐴→𝐵,𝐴→𝐶,~𝐵∨~𝐶

~𝐴
⟩,                                          (26) 

then we have: 

((𝐴 → 𝐵)⋀(𝐴 → 𝐶)⋀(~𝐵 ∨ 𝐶) → ~𝐴).                      (27) 

A complex destructive dilemma is used to build plans and decision trees: 

𝜋𝑣𝐷4 : ⟨
𝐴→𝐵,𝐶→𝐷,~𝐵∨~𝐷

~𝐴∨~𝐶
⟩.                                         (28) 

The law of contraposition (conditional conclusion) in the procedures of comparing 

the plans of problem solving has the form: 

𝜋𝑣𝐷5 : ⟨
𝐴→𝐵

~𝐵→~𝐴
⟩ ,        ((𝐴 → 𝐵) → (~𝐵 → ~𝐴));                        (29) 

𝜋𝑣𝐷6 : ⟨
𝐴→𝐵,𝐶→𝐷,𝐴⋀𝐶

𝐵 ⋀𝐷
⟩ ,       𝜋𝑣𝐷7 : ⟨

𝐴→𝐵,𝐶→𝐷,~𝐵⋀~𝐷

~𝐴⋀~𝐶
⟩.                       (30) 

The law of contraposition is the basis for checking the variants of solution plans for 

inconsistency with the task condition. 

The problem of the conclusion of all the consequences according to the given forces, 

which have elementary statements. 

Structure of hypotheses: with the hypothesis of the formula £2 is formula £1, for 

which (£1 → £2) – is always true, then, accordingly, we prepare logical formulas, which 

are the basis for building procedures for solving logical and mathematical problems. 

Accordingly: 

(𝐴 → 𝐵)⋀ 𝐴        ⊢ 

𝑎) ~𝐴 ∨ 𝐵 

(31) 

𝑏) 𝐴 ∨ 𝐵 

c) 𝐴 ∨ ~𝐵 

d) (~𝐴 ∨ 𝐵) ∧ (𝐴 ∨ 𝐵) 

e) (~𝐴 ∨ 𝐵) ∧ (𝐴 ∨ ~𝐵) 

t) (𝐴 ∨ 𝐵) ∧ (𝐴 ∨ ~𝐵) 

g) (~𝐴 ∨ 𝐵) ∧ (𝐴 ∨ ~𝐵) ∧ (𝐴 ∨ ~𝐵) 

Direct and indirect evidence in the process of problem solving 

Proof is a thinking process that aims to justify the truth of a statement with the help 

of other related statements whose truth has been established. 



 

The rule of correct conclusion (modus ponens) formal proof is constructed in the 

form of consecutive logical actions: 

  𝜋𝑣 : 
𝐵 → 𝐶, 𝐵

𝐶
;  

 𝜋𝑣 : 
~𝐶 → ~𝐵, 𝐵

𝐶
;       

 

𝐴 → 𝐵, 𝐵 → 𝐶,𝐴 ↦ 𝐶. 

 
(32) 

1) A→B 

2) B→C 

3) A – true 

4) B – obtained from 1, 3; C – obtained from 2, 4. 

Abstracts of evidence are formulated in conditional statements: 

If: (𝐵 → 𝐶) is the result of the conjunctive algorithm (𝐴1 ∧ 𝐴2 ∧ …∧ 𝐴𝑛), that is: 

𝐴1 ∧ 𝐴2 ∧ …∧ 𝐴𝑛  ↦ (𝐵 → 𝐶), that is (𝐵 → 𝐶) is a conclusion, i.e. the method of con-

clusion is that B is an assumption and C is derived: 

 

𝐴1 ∧ 𝐴2 ∧ …∧ 𝐴𝑛  ↦ (𝐵 → 𝐶)͐ ≡ 𝐴1 ∧ 𝐴2 ∧ …∧ 𝐴𝑛                    (34) 

Proof of the formula:((𝐴 → 𝐵) ∧ (𝐵 → 𝐶)) → (𝐴 → 𝐶),                                   (35) 

the assumptions:  

1) (𝐴 → 𝐵) ∧ (𝐵 → 𝐶) 

2) (𝐴 → 𝐵) – type of conjunction 

3) A – true assumption 

4) B – received (modus ponens) з 2, 3 

5) (𝐵 → 𝐶) – type of conjunction, C – received (modus ponens) is 4, 5. 

Analytical tables in problem solving procedures 

The tables are built on the basis of the rules of truth determination based on indexing 

through T - true, F - false. Let us consider the truth of statements of this conclusion: 

 

1) 
𝐴 ∧ 𝐵; ⟨

𝑇 ∧ 𝐵

𝑇𝐴
𝑇𝐵

⟩, 

 

 

 

 

 

 Assessment of the situation 

when the expression: 

(36) 

 

2) 
𝐴 ∧ 𝐵; ⟨𝐹∧ ≡

𝐹(𝐴 ∧ 𝐵)

𝐹𝐴 𝐹𝐵
⟩, 

 



 

 

3) 

𝐴 ∨ 𝐵; ⟨𝑇∨:
𝑇(𝐴 ∨ 𝐵)

𝑇𝐴 𝑇𝐵
⟩, 

             ⟨𝐹∨:
𝐹(𝐴 ∨ 𝐵)

𝐹𝐴
𝐹𝐵

⟩, 

 

(𝐴 ∨ 𝐵) → (𝐴 ∧ 𝐵) 

Is most formal: 

(𝐴 ∨ 𝐵) → (𝐴 ∧ 𝐵) 

𝑇 ∨ 𝐹 → 𝑇 ∧ 𝐹 

T – true, 

F – false. 
 

 

4) 

𝐴 → 𝐵; ⟨𝑇→:
𝑇(𝐴 → 𝐵)

𝐹𝐴 𝑇𝐵
⟩, 

              ⟨𝐹→:
𝐹(𝐴 → 𝐵)

𝑇𝐴
𝐹𝐵

⟩, 

 

 

5) 
  (~𝐴); ⟨

𝑇(~𝐴)

𝐹𝐴
: 𝑇~⟩, 

               ⟨
𝐹(~𝐴)

𝑇𝐴
: 𝐹~⟩. 

Conclusion of categorical statements 

Simple statements have an internal structure that plays a role in the analysis of state-

ments, i.e. 

〈
𝑆,𝑃

𝑑𝑒𝑎𝑑𝑙𝑖𝑛𝑒𝑠
〉:  

S – the subject is what the statement says;  

P – the predicate is what's claimed about the subject.; 

〈𝑃, 𝑆〉 – is categorical;  

〈𝑃𝑅𝑆〉 – is a lot of terms between which relationships are established, and they are 

not easy, that is: 〈∀𝑃, ∃𝑅, ∃𝑆 {𝑃 
𝑅
→ 𝑆} , 𝜌 ≠ 0, 𝑠 ≠ 𝜙〉; 

〈𝑆 є 𝑃〉 – affirmative;  

〈𝑆 не є 𝑃〉 – contradictory. 

Classification of categorical statements: 

A – in general affirmative: 𝐴(𝑆, 𝑃); 
E – in general contradictory: 𝐸(𝑆, 𝑃); 
I – part affirmative: 𝐼(𝑆, 𝑃); 
O – part contradictory: 𝑂(𝑆, 𝑃). 
The terms are distributed (𝑆+, 𝑃+): if it is fully included in the volume of another 

term or completely excluded from it [14]; 

Times unallocated (𝑆−, 𝑃−): if it is partially included in or out of the volume of 

another term. 

Mutual counter-narrative or excluded counter-narrative statements cannot be to-

gether:   
 

𝑇𝑇: 〈𝐴(𝑠, 𝜌) 𝑜𝑟 𝑂(𝑠, 𝜌)〉 → 𝐹;                                   (37) 

true, but may be false: 



 

𝑇𝑇: 〈𝐸(𝑠, 𝜌) 𝑜𝑟 𝐼(𝑠, 𝜌)〉 → 𝐹.                                     (38) 

Contradictory statements: I – incompatible statements, if they cannot be true at the 

same time, but can be at the same time: 

 

𝑇𝑇: 〈(𝐴(𝑠, 𝜌)) і (𝐸(𝑠, 𝜌))〉 → 𝐹;                                (39) 

 

subcontracted ∧ - statements can be true at the same time, but they cannot be false 

at the same time: 

∃𝑇: 〈(𝐼(𝑠, 𝜌))  ∧ 𝑂(𝑠, 𝜌)〉 → 𝑇𝐹.                                (40) 

 

Multiple concepts of logical diagrams are given in Table 1. 

Table 1.  

 

Marking 

Mathematical 

representa-

tion 

 

Euler's diagram 

 

Distribution 

 
A(s,ρ) 

∀𝑆 ⊂  𝑃 

∀𝑥 𝜖 𝑆 

𝑋 𝜖 𝑃 

 

𝑆+, 𝑃− 

 

𝑆+, 𝑃+ 

E(s,ρ) ∀𝑥𝜖𝑆 

X ∉ P 
 

𝑆+, 𝑃+ 

 

 
T(s,ρ) 

∃𝑥𝜖𝑆 

X 𝜖 𝑃 
 

𝑆−, 𝑃− 
 

𝑆−, 𝑃− 

 
I(s,ρ) 

∃𝑥𝜖𝑆 

X 𝜖 𝑃 
 

𝑆−, 𝑃+ 
 

𝑆−, 𝑃+ 

 
O(s,ρ) 

∃𝑆, ∃𝑥𝜖𝑆 

𝑋 ∉ 𝑃 
 

𝑆−, 𝑃+ 

∃𝑋𝑠𝜖𝑆 

𝑋𝑠 ∉ 𝑃 
 

𝑆−, 𝑃+ 

∃𝑋𝑘𝜖𝑆 

𝑋𝑘 ∉ 𝑃  

𝑆−, 𝑃+ 

     
A(s,ρ)* A(sρ) A(ρ,s) I(s,ρ)* E(sρ)* 

I(s,ρ) A(ρ,s) I(s,ρ) I(ρ,s) E(ρ,s) 

I(ρ,s) I(sρ) I(ρ,s) O(s,ρ) O(s,ρ) 
O(s,ρ) I(ρ,s) O(s,ρ)* O(ρ,s) O(ρ,s) 

* ― incompatibility  

  



 

 

 

 

 

Fig. 1. Relationships in the logical square 

The relation in the logical 

square is the basis for the for-

mation of the content in the 

structure of statements in ac-

cordance with a set of con-

cepts represented through 

predicate forms (Fig. 1). 

Operations on predicates defined on the set M:(P,Q,R) ≡ {𝑃(𝑥), 𝑄(𝑥), 𝑅(𝑥), 𝑥𝜖𝑀}, 
filed in Tables 2. 

Table 2.  

Mathematical representation Visual representa-

tion, diagrams 

(𝑃(𝑥) ∧ 𝑄(𝑥)) → 𝑇 ∃𝑥𝜖𝑀, 𝑃(𝑥)𝑇𝑠𝑄(𝑥) → 𝑇 

 

(𝑃(𝑥) ∨ 𝑄(𝑥)) → 𝑇 

𝑃(𝑥) ∧ ~(𝑄(𝑥))

→ 𝑇 

(~𝑃(𝑥) ∧ 𝑄(𝑥))

→ 𝑇 

∃𝑥𝜖𝑀, 𝑃(𝑥) → 𝑇 𝑜𝑟  𝑄(𝑥) → 𝑇 

∃𝑥𝜖𝑀, 𝑃(𝑥) → 𝐹 𝑜𝑟  𝑄(𝑥) → 𝑇 

∃𝑥𝜖𝑀, 𝑃(𝑥) → 𝑇 𝑜𝑟  𝑄(𝑥) → 𝐹 

 

𝑃(𝑥) → 𝑄(𝑥) → 𝐹 

𝑃(𝑥) → 𝑄(𝑥) → 𝑇 

~𝑃(𝑥) ∨ 𝑄(𝑥) 

∃𝑥𝜖𝑀, 𝑃(𝑥) → 𝑇 𝑜𝑟  𝑄(𝑥) → 𝐹 

∀𝑥𝜖𝑀, 𝑃(𝑥) → 𝑇

~𝑃(𝑥) ∨ 𝑄(𝑥)
∧  𝑄(𝑥) → 𝑇 

 

𝑃(𝑥) ↔ 𝑄(𝑥) → 𝑇 

 

(𝑃(𝑥) ∧ 𝑄(𝑥)) → 𝑇 

(𝑃(𝑥) ∧ 𝑄(𝑥)) → 𝐹 

 

∃𝑥𝑃(𝑥), ∀𝑥𝑃(𝑥) Quainter operators  

 Fuzzy membership of  

sets on 𝑀𝑖 

 

  



 

Predicate operations 

Predicate as a logical form of statement about an object – P(x), which is defined on 

set M, will be true if: 

∀𝑥𝜖𝑀, ∃𝑥𝑃(𝑥) → 𝑇;                                                (41) 

 ∀𝑥𝜖𝑀,~𝑃(𝑥) → 𝐹;                                                  (42) 

𝑀𝑇
1(~𝑃) ∨ 𝑀𝑇

1(𝑃) = 𝑀.                                           (43) 

 

For different P, Q on set M define complex predicates: 

 

1) 𝑃(𝑥) ∧ 𝑄(𝑥): ∃𝑥𝜖𝑀: 𝑃(𝑥) → 𝑇 ∧ 𝑄(𝑥) → 𝑇;                                     (44) 

2) 𝑃(𝑥) ∨ 𝑄(𝑥): ∃𝑥𝜖𝑀: 𝑃(𝑥) → 𝑇 ∨ 𝑄(𝑥) → 𝑇,                                      (45) 

𝑜𝑟  𝑃(𝑥) ∧ ~𝑄(𝑥) і ~𝑃(𝑥) ∧ 𝑄(𝑥);   

3) 𝑃(𝑥) ⟹  𝑄(𝑥),   ∃𝑥𝜖𝑀,   (𝑃(𝑥) → 𝑇 ⟹ 𝑄(𝑥)) ⟾ 𝑇,                       (46) 

∃𝑥𝜖𝑀,   (𝑃(𝑥) → 𝑇 ⟹ 𝑄(𝑥) → 𝐹) ⟾ 𝐹; 
4) 𝑃(𝑥) ↔  𝑄(𝑥),   ∃𝑥𝜖𝑀,   (𝑃(𝑥) → 𝑇 ∧ 𝑄(𝑥) → 𝑇) ⟼ 𝑇,                    (47) 

 ∃𝑥𝜖𝑀,   (𝑃(𝑥) → 𝐹 ∧ 𝑄(𝑥) → 𝐹) ⟼ 𝑇,  
 ∃𝑥𝜖𝑀,   (𝑃(𝑥) → 𝑇 ∧ 𝑄(𝑥) → 𝐹) ⟼ 𝐹.  

Quantification of double predictors 𝑃(𝑥, 𝑦): 
 

1) ∀𝑥   ∀𝑦 𝑃(𝑥, 𝑦);                                                                                    (48) 

2)  ∀𝑦  ∀𝑥  𝑃(𝑥, 𝑦); 

3) ∃𝑥  ∃𝑦 𝑃(𝑥, 𝑦); 

4) ∃𝑦  ∃𝑥 𝑃(𝑥, 𝑦); 

5) ∀𝑦  ∃𝑥  𝑃(𝑥, 𝑦); 

6) ∃𝑥  ∀𝑦 𝑃(𝑥, 𝑦); 

7) ∀𝑥  ∃𝑦 𝑃(𝑥, 𝑦); 

8) ∃𝑦  ∀𝑥  𝑃(𝑥, 𝑦). 

Partial quantification: 

∀𝑥[(𝑥 ≠ 0) ∧ (𝑦 = 0) ⟹ ∃𝑦∃𝑧(𝑥 = 𝑦 ∙ 𝑧)].                             (49) 

For the logic of predicates, equivalence is based on (£1 ≡ £2) ⟹ (£1 ↔ £2) – ta 

tology, that is, always true: 

(𝑃1(𝑥) ↔ 𝑃2(𝑥)) ≡ ∀𝑥(𝑃1(𝑥) ↔ 𝑃2(𝑥)).                                 (50) 

To establish the truth in 𝐿𝑝 builds an interpretation and truth estimation table for 

(𝑃1(𝑥) ↔ 𝑃2(𝑥)), a complex predicate: 

1) (£1 ⟾ £2) – only when there's a socially [29] significant implication £2 

is £1, (£1 ⟹ £2): 

𝑃1(𝑥) ⟹ 𝑃2(𝑥) ≡ ∀𝑥(𝑃1(𝑥) → 𝑃2(𝑥));                              (51) 
 

2) representation of the category of statements through predicates: 

𝐴(𝐴𝑛𝑦 ___ 𝑖𝑠 ___),   𝐴(𝐴𝑛𝑦 𝑆 𝑖𝑠 𝑃),   ∀𝑥(𝑆(𝑥) → 𝑃(𝑥));           (52) 

𝐸(𝑁𝑜𝑡 𝑜𝑛𝑒 ___ 𝑖𝑠 ___),   𝐸(𝑁𝑜𝑡 𝑜𝑛𝑒 𝑆 𝑖𝑠 𝑃),    ∀𝑥(𝑆(𝑥) → ~𝑃(𝑥));   

𝐼(𝑆𝑜𝑚𝑒  ___𝑖𝑠___),   𝐼 (𝑆𝑜𝑚𝑒 𝑆 𝑖𝑠 𝑃),      ∃𝑥(𝑆(𝑥) ∧ 𝑃(𝑥));   

𝑂(𝑁𝑜𝑡 𝑠𝑜𝑚𝑒 ___𝑖𝑠___),   𝑂(𝑁𝑜𝑡 𝑠𝑜𝑚𝑒  𝑆 𝑖𝑠 𝑃),   ∃𝑥(𝑆(𝑥) ∧ 𝑃(𝑥)).     



The selection of single elements by quantifiers in logical and mathematical state-

ments (∃𝑥𝑃(𝑥)) is based on: 

   ∀𝑥 ∀𝑦[(𝑃(𝑥) ∧ 𝑃(𝑦)) ⟹ (𝑥 = 𝑦)];                                   (53) 

   ∃𝑥𝑃(𝑥) ∧ ∀𝑥∀𝑦[𝑃(𝑥) ∧ 𝑃(𝑦) → (𝑥 = 𝑦)]; 

   ∃𝑥  ∃𝑦[(𝑃(𝑥) ∧ 𝑃(𝑦)) → (𝑥 ≠ 𝑦)]; 

   ∀𝑥  ∀𝑦∀𝑧[(𝑃(𝑥) ∧ 𝑃(𝑦) ∧ 𝑃(𝑧)) ⟹ (𝑧 = 𝑥) ∨ (𝑧 = 𝑦)]. 

Hypotheses 

Logical structure of the problem solution scheme formation. The hypothesis of the 

formula £2  is £1, for which (£1 → £2) - the formula is always true. 

Example: £2(𝐴 ↔ 𝐵); 
what hypotheses might be: 

(𝐴 ↔ 𝐵) ≡ (𝐴 ∧ 𝐵) ∨ (~𝐴 ∨ ~𝐵);                                  (54) 

~(𝐴 ↔ 𝐵) ≡ (~𝐴 ∨ 𝐵) ∧ (𝐴 ∨ 𝐵); 
 

𝑡ℎ𝑒𝑛 £1 𝑚𝑎𝑦𝑏𝑒: 
(𝐴 ↔ 𝐵) ∧ (~𝐴 ∨ ~𝐵);                                        (55) 

(𝐴 ↔ 𝐵) ∧ (𝐴 ∨ 𝐵); 
(𝐴 ↔ 𝐵) ∧ (~𝐴 ∨ ~𝐵) ∧ (𝐴 ∨ 𝐵); 

Proof  

The proof is the logical competence of the methods of finding a solution to a prob-

lem: 

 

(Proof) ≜ 
Thinking process that aims to justify the truth of a state-

ment based on other statements whose truth has already 

been established (proven).  

Arguments 

Procedure 

Thesis 

The withdrawal rules are based on: 

𝜋𝑣   𝑀𝑃:
𝐵→𝐶,𝐵

𝐶
−  𝑤𝑖𝑡ℎ𝑑𝑟𝑎𝑤𝑎𝑙 𝑟𝑢𝑙𝑒,                                  (56) 

𝜋𝑣   𝑀𝑃:
~𝐶→~𝐵,𝐵

𝐶
;                                                                (57) 

formal rule making (𝜋𝑖) is the basis for building diagrams, plans and decision trees, 

which are included in information technology tools: 

〈𝐴 → 𝐵, 𝐵 → 𝐶, 𝐴 ↦ 𝐶〉,                                             (58) 

𝐴 → 𝐵  

arguments 𝐵 → 𝐶 

𝐴 

𝐵 got (𝐴 → 𝐵) ∧ 𝐴 ↦C. 

𝐶 got  (𝐵 → 𝐶) ∧ 𝐵 

 

To build strategies and plans for solving problems, it is necessary to generate ideas 

on which it is possible to build solution trees and problem trees based on the generation 

of hypotheses about a possible scheme for achieving the goal of solving the problem. 



 

Conclusions 

The concept of innovative technology of training on the basis of use of information 

and cognitive model for activation of processes of studying, as the intellectual agent in 

system of support of decision-making is proved. The two-level model of the organiza-

tion of management of educational institution which provides activation of processes 

of training for intellectual activity of the expert in the decision of the set problem tasks 

which provide scientific researches and means of systematization of the own organiza-

tion of experimental-scientific and practical work is improved. The offered system-

structural method is directed on activation of processes of training of experts that con-

sists in research of objects as set of elements and relations between them for preparation 

and substantiation of strategic decisions concerning not structured problems which ex-

ist or arise in information system. The method of structuration of procedures of mathe-

matical and applied problems solving and revealing of their information essence, and 

also the method of search of plan of mathematical problems solving as components of 

information technology is detailed. 
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