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Abstract. The paper presents the architecture of the platform for Big data pre-

processing and processing. The method for prevention of the risk disease based 

on Probabilistic Production Dependencies is developed. The investigation is 

started from the platform for Big data in medical domain analysis. The platform 

consists of 6 layers: Data layer, Communication layers, Preprocessing layer, 

Data processing layer, User layer, Integrational layer. The platform architecture 

for Big data processing in medical sector is developed. The accuracy of the 

proposed method is estimated. 
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1 Introdution 

In recent years, the health policies are transforming form acoute intervention driven 

towards prevention and self-responsibility of the individuals by implementing 

measures for increasing health literacy. Particularly important for the implementation 

of the prevention programs are the literacy of young medical staff, the completeness 

and timeliness of receiving information about patients, the ability to observe the pa-

tient, not only in the hospital, but also at home. That is why integration of information 

technologies, intelligent devices and systems into all spheres of life takes place. It is 

important that the technologies used by the patient be created taking into account the 

requirements of the universal design, that is, without the need for adaptation or design 

changes if used by a person with special needs. The engineering branch is engaged in 

the design of "smart" homes, businesses and cities. Such complex intelligent systems 

collect process and transmit large amounts of data during their operation, including in 

the medical sector. In this process, microcontrollers, communication equipment, sen-

sors, as well as ambulances, the next branch of a health facility, family doctors, etc., 



process the information coming from patients. Devices may have failures, as well as 

errors of the first and second kind, which leads to incomplete or inaccurate infor-

mation about the patient, and, consequently, adversely affects the adoption of medical 

decisions. 

The aim of the paper is analysis of the existing stage of data mining technics and 

Big data approach in EHealth and development of the novel technic for prevention of 

the risk disease based on Probabilistic Production Dependencies. 

2 State of art 

Data mining is widely used in medicine. Norman et al  [1] is proposed to analyze data 

gaps and fill them based on decision trees, EM algorithm, and regression approach to 

predict missing data using prediction functions. Similar results were obtained by 

Khanmohammadi [2] for associative classification of medical data and Constantinou 

[3] for comprehensive questioning and interviewing of data on Bayesian models to 

support medical decision making. The Bayesian network was also used to reformulate 

the QMR model in decision theory. However, with the spread of Big data technology, 

Bayesian networks were not fast enough. Therefore, Tang et al [4] developed a meth-

od for parallelizing Bayesian networks. Similar results were obtained by Anders 

L.Madse [5]. Bayesian networks are also used to diagnose diseases, such as Lakho 

and Seixas [6]. However, even in the case of parallelism, it is advisable to use Bayesi-

an networks in combination with other methods of machine learning for multi-

parameter, large-scale and dynamic medical data flows [7]. 

Currently, Hybrid Systems of Computational Intelligence are widely used to solve 

a wide class of Medical Data Mining problems, combining the approximating and 

extrapolating properties of artificial neural networks (ANNs), both traditional shallow 

ones, and more advanced deep neural networks (DNNs), interpretability of the  results 

of fuzzy reasoning systems (FRS), the ability to find the best architectures for solving 

specific problems, provided by using the apparatus of evolving systems [8]. Medical 

Data Mining considers the most complex tasks of classical Data Mining due to the 

fact that the generated clusters are usually nonconvex, overlapped, nonstationary; 

initial data are corrupted by “gaps” - omissions and abnormal outliers, the initial sam-

ples to be processed can be short, which leads to undesirable overfitting, as well as 

extra-long (Big Data), which leads to the inability to work in batch mode, and re-

quires the use of Data Stream Mining methods. It is clear that in this situation, recur-

rent online data processing methods come to the forefront - training, which allows not 

to accumulate huge amounts of information, but to “forget” the data after it has been 

processed. 

In modified applications, the most problematic are the problems of diagnostics and 

early fault detection of controlling biomedical signals, in doing so comes to the fore 

not only the accuracy of the results obtained but also the time required to obtain them 

come to the fore, which leads to the need to abandon traditional mutiepoch learning. 

Currently, to solve the mentioned problems, the most effective from the accuracy 

of the obtained results are deep neural networks, which are however completely inef-



fective in the conditions of short learning sets and unsuitable for operating in online 

mode, when data are fed to processing in real time. 

Probabilistic neural networks (PNN) introduced by D. Specht [9] and trained with 

the so-called lazy learning according to principle “neurons in data points” can serve as 

an alternative to DNN in diagnostic-recognition tasks. PNN training is very fast 

(“just-in-time-models”), however, these networks suffer from “curse of dimensionali-

ty”, and besides, these crisp systems are inefficient in the context of overlapping clas-

ses. In connection with this, it is advisable to develop the evolutionary PNN architec-

ture, which allows limiting the network dimension to the conditions of the data flow 

arriving for processing.  

Bhatt [10] developed an approach to collecting medical data using the Internet of 

Things and a neural network ensemble to detect unusual human movements. Howev-

er, in the case of solving highly specialized problems, which is characteristic of the 

field of medicine, the error of training of the neural network ensemble is much higher 

than the error of the operation of one network. In addition, the training of the neural 

network ensemble is quite time-consuming and costly. In Silva-Ramírez E. L [11], a 

multilayer perceptron method is used to solve the classification and fill in data gaps, 

and is based on a combination of multilayer perceptrons and k-nearest neighbors. 

Therefore, data mining techniques are used to solve many of the problems of pro-

cessing and analyzing medical information. However, there are no comprehensive 

studies aimed at identifying the patient's condition without specifying the type of 

anamnesis. Specific tasks have been addressed in this area, but studies have only par-

tially addressed the phenomena of Big Data and the Internet of Things, in-depth anal-

ysis, and visualization of accumulated data to support personalized treatment deci-

sions. 

Big Data has attracted much attention in academia and industry fields in the last 

few years. The trend of utilizing medical big data has increased tremendously as well. 

The medical big data is generated from medical records, medicine, research, etc. but it 

is not well connected due to its long-term development in the last decades in most 

hospitals without high-level strategic guide and plan [12]. They propose a platform 

called Data Mid-Platform (DMP) to solve the above problems. The feasibility of this 

mid-platform is highly recommended and certified by several domain experts and it is 

under construction in a real project. 

In the context of “Big Data +”, people began to study the application of data visu-

alization to medical data. Data visualization can make full use of the human sensory 

vision system to guide users through data analysis and present information hidden 

behind the data in an intuitive and easy-to-use manner. There is the problem of visual-

izing such a large amount of data in a way that is understandable to humans: doctors, 

patients. In addition, proper visualization allows you to extract general knowledge and 

track trends and dependencies. An example of a platform for the visualization of large 

medical data sets is presented in [13]. 

Healthcare (Cardiovascular diseases) has now become a major concern in the eco-

nomic as well social regiment of almost everyone. The medical system should be able 

to handle long-term and continuous monitoring, inconspicuous monitoring and should 

be highly sensitive to the patient's ECG signal. IoT helps the ECG signals to get 



transmitted through the sensor via a gateway using communication protocols like 

Bluetooth, Zigbee, 3G/4G, Wi-Fi, LAN, etc. Then this data can be sent to numerous 

places like the doctor's end, caregiver or the cloud-storage for analysis or processing, 

etc. The doctor at the remote location can view the patient's report on various smart 

devices, all thanks to the computing technology. This helps in dealing with the emer-

gencies. Big Data plays a pivotal role in this system as it provides with data analysis, 

decision-making, extracting useful information via algorithms, intelligent storage etc 

[14. 15]. The combination of these three technologies will make the world a more 

secure place to live. Also medical imaging is often used and gives big data medical 

records [16]. When we are able to analyze all these diagnostic data, it becomes possi-

ble to predict the patient's condition based on previous medical history [17, 18]. Table 

1 presents comparison of Big data representation. 

Table 1. Comparison of models of representation of Big data 

 

So, for the healthcare domain all of Big data representation models can be used. 

3 Methods and results 

3.1 Big data platform development 

The investigation is started from the platform for Big data in medical domain anal-

ysis. The platform consists of 6 layers (Fig. 1): 

 Data layer, 

 Communication layers, 

 Preprocessing layer, 

 Data processing layer, 

 User layer, 

 Integrational layer. 



The first layer consists of all possible sources of information. Such approach al-

lows usage of this platform as part of smart house too. Combination of indoor and 

outdoor parameters allows finding dependencies between patient’s conditions and the 

weather and using these dependencies for the prediction of the new state of the pa-

tient. 

 

Fig. 1. Platform architecture for Big data processing in medical sector. 

The second layer is used for the communication between the rests of layers. It 

is very important to provide the secure transmission and saving of the personal data. 

In this paper, we are not considered the security aspects. More details about security 

features of medical data is given in [23]. 

The next layer is preprocessing layer. The medical data is collected from vari-

ous sources given at data layer. That is why the filtering, cleaning, wrapping and 

missed data imputation methods are used. The next important thing is that medical 

data is collected from different countries. Each country has own medical protocols 

description written in different languages. In addition, different medical devices are 

used in hospitals from different countries. That is why the main tasks of preprocessing 

layers are: 

 Anonimazation and Data protection – for medical data privacy, 



 Missing data recovery [24, 25] – for recovery the gaps from devices and medical 

records, 

 Medical records preprocessing – for semi structural data processing and compari-

son of the protocols in different countries, 

 Pharmacian data preprocessing [26] – for semi structural data processing and 

avoidance of language barriers. 

Data processing layer consists of the following modules: 

 Online diagnostic based on fuzzy neural networks [27] – for fast training process, 

 Personalization of the treatment based on the decision tree [28] – for the most ap-

propriative medications selection, 

 The risk prevention model – see below in more details, 

 Statistical model for the risk prediction [29] – for dependencies mining between 

paramenets of the pation and the rest of smart home parameters. 

 The ontology development [30] – for increasing of the literacy of the young doc-

tors. 

The user layer represents the different groups of user interested in the platform usage. 

The integration layer represents the list of standards and open platforms related to 

the proposed platform. 

3.2 Big data platform development 

The usage of a variety of processing technologies of emerging Big Data will allow to 

study causal mechanisms of modelling and predicting treatment stages, taking into 

account individual peculiarities of the patient, to analyze medicines’ data and find 

their key characteristics. This information we use for development of innovative ap-

proaches to improving the methodology of risk stratification, to model the therapeutic 

schemes, to improve medical care quality through personalization of treatment regi-

mens for patients. 

The analysis of patients’ information will help to identify common social charac-

teristics and thus contribute to the development of recommendations for disease pre-

vention 

This also will stimulate the healthy people to monitor their health parameters. 

Analyzing large amounts of data requires identifying attribute groups that form 

functional dependencies. However, in the real world, data sets are much more com-

mon, with important dependencies defined only on a subset of key attribute group 

values; we will call such dependencies partial functional dependencies. The partial 

functional dependencies are modified associative rules but for part of the data. The 

main idea of this method is to process data given in different structure or semistruc-

tured data. The algorithm for the Probabilistic Production Dependencies building is 

built on lazy calculation approach (modification of FP-tree). It allows reducing the 

time complexity and using the parallel and distributed mode for calculation. 

Probabilistic Production Dependency (PPD) is the kind of functional dependency 

(F-dependency) arized in relational databases. This is also similar dependency to as-



sociative rules built on Aproory algorithm or something similar. The main difference 

between associative rules and PPD is that PPD will generate from existing functional 

dependencies in dataset. For this purpose, the Armstrong rules are used. 

 

PPD:   𝐾 = {𝑎𝑖}, 𝑎𝑖 ∈ 𝐴, 𝐷 = {𝑎𝑗}, 𝑎𝑗 ∈ 𝐴, : 𝑃(𝑘 ∈ 𝐾 → 𝑑 ∈ 𝐷) = 𝑝,               (1) 

 

where k and d  are the tuples of groups of attributes K and D respectively. 

The main indicator of the reliability of such a dependency is the ratio of the num-

ber of objects that such PPD has to the number of objects in the selection: 

 

𝑃(PPD) =
|𝜎𝑘∈𝐾 ∧ 𝑑∈𝐷(𝑅)|

|𝜎𝑘∈𝐾(𝑅)|
           (2) 

 

The calculation of the reliability of the implementation of such dependence is 

based on the possibility of decomposition of such dependence into components of the 

PPD: 

 

𝑃(𝑠 ∈ 𝑆 → 𝑡 ∈ 𝑇) = ∑ 𝑃(𝑠 ∈ 𝑆 → 𝑡 = 𝑡𝑖)𝑡𝑖∈𝑇 = ∑
∑ |𝑠=𝑠𝑗 ∧ 𝑡=𝑡𝑖|

𝑗

∑ |𝑠=𝑠𝑗|
𝑗

𝑡𝑖∈𝑇

              (3) 

 

As in the case of F-dependencies (functional dependencies), the set of classifica-

tion rules that take place in a given relation can be represented by some subset of 

them, from which by means of output rules all classification rules of a given relation 

can be obtained. Since classification rules are an extension of F-dependencies, it is 

worth considering axiom transformations for functional dependencies for classifica-

tion rules. 

 

Therefore, the algorithm for PPD mining consists of two steps: 

1. Frequent pattern mining – based on Apriory algorithm. 

2. The existing pattern splitting and decomposition – based on reliability ration. 

In the patient data analysis, the sequence of events is often of interest. When detecting 

regularities in such sequences, it is possible to predict with some degree the occur-

rence of events in the future, which allows us to make more correct decisions. A se-

quence is called an ordered set of objects. Using the hierarchy allows you to deter-

mine the connection that goes into higher levels of the hierarchy, since the support for 

the set can increase if the entry of the group, and not its object, is counted. In the hier-

archical structure of objects, you can change the nature of the search by changing the 

analyzed level. Moving up the hierarchy, we summarize the data and reduce their 

number, and vice versa. So, Probabilistic Production Dependencies will be a combi-

nation of associative rules and sequential rules. 

The proposed algorithm makes it possible to assert that the task of detecting Prob-

abilistic Production Dependencies in distributed databases belongs to the class of P-



tasks. Low asymptotic complexity of the established association rules mining algo-

rithm and a wide set of data types supported for analysis allow to apply the estab-

lished algorithm in practically all subject areas working with association dependen-

cies in data. Algorithm for finding association dependencies is well-solved with 

MapReduce. 

4 Results 

The proposed algorithm is tested on open data set for associative riles mining [31]. 

The data set used for this application is the Adult data set in the Machine Learning 

Repository UCI. 

The AOG model is an oriented acyclic graph, where each vertex of a graph corre-

sponds to a variable with assigned parameters. In Bayesian networks, parameters are 

given as local conditional distribution of probabilities of the values of the variables P 

(Xi | F (Xi)).  

And in Gaussian networks - as the coefficients of linear equations (for edges) and 

dispersion of deviations (for vertices). 

The construction of the AOG-models meets the problem of reproducing the model 

from the statistical data. These include methods for restoring the "Collifinder" and 

"Proliferator-C" AOG model, generalizing the Chow & Liu method. The use of Colli-

finder and Proliferator-C allows recognition of transitive, synergistic, and combined 

associations, and thus provides a reliable and effective method for reproducing struc-

tures of single-threaded dependency models without first-level tests. 

The problem of the above-described methods is the need to specify elementary 

conditional relationships for constructing a graph of the AOG-model.  

Finding such dependencies goes beyond these algorithms. 

Own algorithm. The paper proposes an algorithm for extracting PPD. For the rela-

tionship with the scheme 𝑅 = {𝐴𝑖, 𝑑𝑜𝑚(𝐴𝑖)}, 𝑖 = 1, 𝑚̅̅ ̅̅ ̅̅ , it allows you to find statisti-

cally significant rules that reflect the dependence of the attribute mA
 on the 

utes 𝐴1, 𝐴2, . . . , 𝐴𝑚−1 , that is, the dependence of the species 𝐴1, 𝐴2, . . . , 𝐴𝑚−1 → 𝐴𝑚.  

As a measure of statistical significance, the Kullbach-Leibler information measure 

is used.  

The algorithm allows you to look for only dependencies defined on the whole set 

of input data; in addition, it has a high computational complexity if there are many 

classification rules.  

The result of own algorithm is given on fig. 2. 



 

 
 



 

Fig. 2. The result of created algorithm for associative rules building 

If we need to search for associative rules among individual subjects, you can find that 

in many cases, associations with high support for individual events are practically 

absent. Therefore, in spite of the fact that, in general, event association support1 -> 

Event2 can be very high, association support between individual types of events is 

likely to be low. Thus, such associations, although they may be of interest, will be 

excluded from consideration as they will not meet a certain minimum support thresh-

old minS
. 

To solve this problem when seeking associative rules, not individual subjects, but 

their hierarchy is considered. If there are no such interesting associations on the lower 

hierarchical levels, then they may occur at higher levels. In other words, support for 

an individual object will always be less than the support of the group to which it be-

longs: 

𝑆(𝐼) > 𝑆(𝑖𝑗), 

Where I the group is in the hierarchy; 𝑖𝑗 j - this item is included in the given group. 

The reasons for this are obvious: the total support for the group is equal to the amount 

of support for the items included in it: 

𝑆(𝐼) = ∑ 𝑖𝑗
𝑛

𝑗=1
, 

where n - the number of items in the group. 

Associative rules found for objects or events located at different hierarchical lev-

els are called multilevel rules. 

Going down to the lower levels of abstraction, the descendants of only those cate-

gories and subcategories that are frequent sets are analyzed, that is, there are at least a 

predetermined number of times, where  k - the number of the level. 

Searching for frequent sequences runs from level 1 to the maximum possible. The 

results of successive passes will be presented in the Table 2. 



Table 2. Prediction matrix 

1- sequence 2- sequence 3- sequence 4- sequence 

1F
 

Support 
2F

 
Support 

3F
 

Support 
4F

 
Support 

<1> 4 <1; 2> 2 <1; 2:3> 2 <1; 2; 3; 4> 2 

<2> 2 <1; 3> 4 <1; 2:4> 2  

<3> 4 <1; 4> 3 <1; 3; 4> 3 

<4> 4 <1; 5> 3 <1; 3; 5> 2 

<5> 4 <2; 3> 2 <2; 3:4> 2 

 <2; 4> 2  

<3; 4> 3 

<3; 5> 2 

<4; 5> 2 

 

Thus, the maximum sequences are <1; 2; 3; 4>, <1; 3; 5> and <4; 5> because they 

are not contained in sequences of greater length. They will be sought after by succes-

sive templates. 

5 Conclusion 

The study presents the architecture of the platform for Big data preprocessing and 

processing. The state of art in this domain is presented. The method for prevention of 

the risk disease based on Probabilistic Production Dependencies is developed. The 

accuracy of the proposed method is estimated. 
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