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Abstract  
Dataset clustering could have more than one “right” result depending on a user intention. For 
example, texts could be clustered according to their topic, style or author. In case of 
unsatisfactory results, a data scientist needs to re-construct a feature space in order to change 
the results. The relation between the feature space and the result are often quite complicated. 
The latter results in building several clustering models to explore useful relations. Interactive 
clustering with feedback is aimed to cope with this problem. In this paper an approach to user 
feedback processing during clustering is presented. The approach is based on end-to-end 
clustering and uses an autoencoder neural network. This technique allows to adjust iteratively 
the computing clusters without changing  feature space.  
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1. Introduction 

Clustering methods traditionally considered as unsupervised. Unsupervised learning is possible as 
long as data contains its meta information inside. Clustering methods are aimed to retrieve this meta 
information and use it to partition or hierarchically organize user data [18]. However in practice data 
scientists usually have background knowledge or at least a hypothesis about explored dataset. This is 
true for any kind of domain: economical [11], data collected from sensors, industrial devices [28] or 
data collected by computer program [15]. Almost in every clustering case an expert assistance is vital 
for data correction and validation, clustering structure correction or hierarchy changes, or it is useful 
for significant improvement of clustering result by means of expert knowledge which is not included 
in the data itself.  An expert assistance is of big importance in text clustering [12]. Clustering of short 
text is one of the most challenging tasks [14]. It is almost impossible to get a partition without 
providing additional information about user intent [13]. Apart from the obvious partitioning by topic, 
many other partitioning could be useful: type of person story, target auditory, legal status or a 
combination. It is not clear what is the rule to construct clusters. This problem is summarized as 
follows: “there is no right clustering, but there are useful” [Bae J. et al., 2020]. Expert feedback may 
be unavailable, but its embedding in the clustering process greatly improves the results and is much in 
demand by users [27]. But it is important that an expert be involved seamlessly in this process, and 
internal understanding of algorithm details was not necessary. A clustering algorithm should provide 
clear connection between expert knowledge and the result.  

In [Bae J. et al., 2020] authors show growing interest in interactive clustering i.e., clustering with 
user feedback. Fig. 1. shows amount of studies and clustering methods used. 
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Figure 1: Amount of developed interactive clustering methods by years. 

 
In this paper an approach to clustering under expert feedback is proposed. This approach allows to 

incorporate user feedback into a wide range of clustering methods based on neural networks, for 
example into DEC algorithm (Unsupervised Deep Embedding for Clustering Analysis) [31]. 

The rest of the paper is organized as follows: Section 2 contains a review and analysis of related 
work. In Section 3 we give a formal description of the problem. Section 4 introduces the proposed 
approach. In Section 5 we describe experiments and discuss their results. Section 6 concludes the 
paper.  

2. Related work 

In order to determine a circle of related work it is necessary to clarify definitions and classification 
of clustering methods. Modern scientific studies tend to name clustering methods where additional 
information is used, which is not included in the dataset, as semi-supervised clustering methods or 
constrained clustering methods [6]. The majority of studies in this field have additional information ‘a 
priory’, as input information with explored dataset. Usually, this information is given as pair-wise 
constraints [9], partially marked labels [5], constraints on a hierarchy structure or background 
information is given by means of transfer learning [30] (for example, as node weights from neural 
network trained on related classification problem). Besides, all the constraints and labels could be 
fuzzy (for example, soft labels) [24]. 

Meanwhile, there are methods receiving additional information during clustering process. A 
comprehensive review of these methods is done in [2]. These methods are called as interactive 
clustering methods. One of the first methods in this area was fuzzy and was proposed in [26]. Depend 
on interaction character and type of received information all the methods could be divided in groups: 
active clustering as a part of active learning field [16, 8]; reinforcement clustering, where feedback is 
received from natural or artificial environment [3]; interactive clustering with user feedback or mixed-
initiative clustering, where feedback is received from a user as a reaction, correction command or 
evaluation of the clustering result. The last mentioned methods allow to reveal latent intentions of the 
user and obtain really useful clustering, because the user recognizes the right result when looks on it. 

Many authors point that there are some types of studies considered as interactive clustering by 
mistake: methods with interactive visualization of clustering results, methods of interactive choice of 
clustering algorithms and some others [2]. 

Methods of assisting clustering also should be mentioned [7]. The leading role in these methods 
plays a user, which defines clusters, their structure, while algorithm just suggests candidate objects for 
each cluster. These methods are not widely used. 

Interactive clustering methods with user feedback could be grouped according to the type of 
feedback. The first group, which includes the majority of studies, contains studies where a user 
iteratively and interactively could directly change algorithm parameters, similarity metric, clustering 



features [20]. The second group contains methods where a user interacts directly with the result of 
clustering. The user could point which clusters should be merged or split, directly move elements 
between clusters or decide what to do with outliers [4] and [2]. An approach proposed in this paper 
relates to the second group. The user does not need to know the algorithm details in order to use it and 
could switch between similar methods without changing the main character of its work.  

The first step of clustering, evidently, is just an unsupervised clustering. So, all the interactive 
clustering methods are based on top of some unsupervised clustering algorithm by adding feedback 
processing into it. According to review [2] the majority of interactive clustering methods are based 
on: k-means, c-means, agglomerative clustering and graph clustering. A few studies use neural 
networks with SOM (Kohonen self-organized maps) architecture. 

The classical clustering methods are successfully used in many cases and show high results, 
although the most of best results are shown by modern clustering methods. The majority of modern 
clustering methods are based on deep neural networks [22, 29, 32, 33]. Theirs advantage could be 
explained by ability of neural networks to transfer learning and learning to cluster, by complicated 
non-linear embedding used for feature construction (representation learning, embedding learning) 
which is more appropriate for clustering methods (for example, dimension reduction is a good way to 
increase clustering result quality) [35]. But the major contribution of neural network technique into 
clustering is a way to construct end-to-end clustering methods. There is no division into feature 
construction phase and partitioning phase in end-to-end clustering [23] and [17]. This allows to learn 
simultaneously clustering features that suites the best for the current task and to perform partitioning. 
There are studies where transfer learning abilities are shown: a neural network trained to cluster 
images in one domain was used to do the same task in another but related domain. There are some 
semi-supervised methods among those based on a neural network [30, 19], but they just use labels and 
pair-wise constraints to tune the loss function and these constraints could not be changed during the 
clustering process. 

3. Related work 

A study by [1] is dedicated to construction of meta-schema that generalizes taxonomy of modern 
clustering methods based on neural networks. The most of modern methods correspond to this schema 
(see Fig. 2.) [10, 31, 34]. The schema shows that feedback usage in a loss function allows to 
simultaneously fine-tune latent feature space according to user intent and perform clustering itself. 

 

 
Figure 2: Generalized schema of clustering methods architecture based on neural networks. 
 

Current study is aimed to construct interactive clustering methods with user feedback based on 
generalized schema described above. As a basic clustering method for this task method based on 
neural network with Kullback-Leibler divergence as a common loss function could be used. In 
particular, in this paper proposed a method based on DEC (Unsupervised Deep Embedding for 
Clustering Analysis) [31]. Feedback processing could be added to this method due to special 
properties of loss function based on Kullback-Leibler divergence that intuitively could be seen as a 
gravity controller between dataset objects and cluster centers. So, slight changes to the gravity 
between them lead to managed changes in clustering results. 

 
 
 



4. An approach to user feedback processing 

The proposed approach suggests the idea that the clustering result criticism is the most easy and 
precise feedback. So it allows two types of feedback: “object Xi should be included into cluster Cj” 
and “object Xi should not be included into cluster Cj”. One portion of feedback could contain any 
number of constraints. For example, the swapping two elements between clusters implies to establish 
two constraints of the first type.  

As it was mentioned above, the DEC (Unsupervised Deep Embedding for Clustering Analysis) 
algorithm has been chosen as a base for the proposed approach, but the same technique could be 
applied to many other methods, for example to DEPICT [10]. Input dataset X={xi |  i ∈ [0, N)  }, N –
amount of objects in the dataset. The initial vector space of objects with a help of encoder (which is a 
part of pre-trained autoencoder) projects to another vector space of lower dimensionality: fθ: X → Z, 
where θ – neural network parameters (weights), Z – latent feature space. Feature space Z is called 
latent, because it is constructed in unsupervised way during clustering process as a hidden layer of 
neural network. In this study an encoder of following structure is used: d-50-50-20-k, where d - 
dimensionality of input dataset, k – amount of clusters. The result of clustering algorithm is a set of 
cluster centers in a space Z: {µj ∈ 𝑍𝑍| j ∈  [0, k)}, where k – demanded amount of clusters. Cluster 
centers initialization is provided by k-means clustering over initial object representation obtained 
from autoencoder.   

The process of cluster centers searching and the process of feature space construction performed 
simultaneously by means of common loss function. As a similarity measure between object and 
cluster center a metric based on Student’s t-distribution with one degree of freedom (Q) is used.   

𝑞𝑞𝑖𝑖𝑖𝑖 =
(1 + ||𝑧𝑧𝑖𝑖 − 𝜇𝜇𝑗𝑗||2)−1

∑ (1 + ||𝑧𝑧𝑖𝑖 − 𝜇𝜇𝑙𝑙||2)−1𝑘𝑘
𝑙𝑙=0

). 

 
Objective function (loss function) is composed as Kullback-Leibler divergence between actual 

distribution Q and auxiliary target distribution P. 
𝐿𝐿 = 𝐾𝐾𝐾𝐾(𝑃𝑃||𝑄𝑄) = � � 𝑝𝑝𝑖𝑖𝑖𝑖 log
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Auxiliary target distribution P is defined as: 

𝑝𝑝𝑖𝑖𝑖𝑖 =
𝑞𝑞𝑖𝑖𝑖𝑖2 𝑓𝑓𝑗𝑗�
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, 𝑓𝑓𝑗𝑗 = � 𝑞𝑞𝑖𝑖𝑖𝑖
𝑗𝑗

. 

This distribution has some important properties: (1) strengthen predictions (i.e., improve cluster 
purity), (2) put more emphasis on data points assigned with high confidence, and (3) normalize loss 
contribution of each centroid to prevent large clusters from distorting the hidden feature space.  

It is quite obvious that the loss function is aimed to make qij greater than pij. Partial derivatives are: 
𝜕𝜕𝐿𝐿
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It is evident that in the case of a negative value (pij-qij) < 0 an object Xi will be pushed out of the 
cluster Cj, even though there is no loss from objective function.  

This loss function is used during the first iteration of the algorithm while no feedback was 
provided. Then the user looking at the clustering result provides a feedback. In order to add feedback 
processing into this algorithm it is proposed to use following equation for partial derivatives instead: 
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Using T = {tij} –feedback matrix (user’s tips), where :  
 

𝑡𝑡𝑖𝑖𝑖𝑖 = �
> 0 , 𝑡𝑡𝑡𝑡 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑖𝑖 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑗𝑗

< 0, 𝑡𝑡𝑡𝑡 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑖𝑖 𝑜𝑜𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑗𝑗
1, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.

 

Absolute value tij defines a velocity (gravity force) of the objects and cluster centers movements. 
Also the learning rate of neural network influences this velocity. In experiments performed in this 
study value |tij| = 1000 was used for all the cases. Although experiments have shown that in cases with 
moving object out of the cluster it is better to use higher absolute values of tij.  

Iteration with a user feedback are performed till the satisfactory result of clustering. Each iteration 
the user provides new feedback matrix. The neural networks weights and cluster centers are tuned 
according to received feedback. 

5. Experiments description and result analysis 

To demonstrate usefulness and effectiveness of the proposed approach two types of experiments 
have been done. Firstly, synthetic generated data set was used. This dataset consists of simple one-hot 
vectors. It seems that clustering of this data set is trivial, but in practice any partition of one-hot 
vectors could be right, depending on user intention. It will be shown below how the user could change 
a wrong partition to make it right. Secondly, an experiment with Fishers’ Irises has been done. 
Fishers’ Irises is a common dataset for classification and clustering tasks. There is no standard 
benchmark dataset for iterative clustering. However by clustering Fishers’ Irises dataset the 
comparison with other clustering methods could be done. An ability to significantly increase 
clustering result quality will be demonstrated in this experiment. 

5.1. Experiments with synthetic generated dataset 

There were generated synthetic dataset consisted of 400 items of one-hot vectors, as follows: 
1. As a base 4 classes of one-hot vectors {(1,0,0,0); (0,1,0,0); (0,0,1,0); (0,0,0,1)} have been 

defined. 
2. Random noise from uniform distribution U[0, 1/10] was added to each vector to generate 125 

vector variations just in order to augment data.  
3. Projection into latent feature space for the first 12 vectors will be shown as a clustering result. 

3 samples from each group. This is done to make figures clear without uninformative details. 
A clustering process aimed to produce 2 clusters in this dataset was performed. Clustering 

results are shown in Table 1. Final value of autoencoder loss function was 0.000341. Figure 3 
shows a distribution of first 12 vectors (in a latent feature space) from dataset on the plane. From 
this starting point 3 experiments were conducted according to different possible user feedback 
cases: vector X1 should be included in C1; vector X1 should be moved out from C1; complex 
feedback with a command to swap vectors X2 and X3. All the experiments were performed from 
one starting point in order to reduce amount of figures, but sequential user feedback processing is 
also possible without any limitations. 

 
Table 1 
Sample vectors list of synthetic generated dataset 

X Coordinates Cluster 
X0 1.0191519 0.06221088 0.04377278 0.07853585 С0 
X1 0.07799758 1.0272592 0.02764643 0.08018722 С0 
X2 0.09581394 0.08759326 1.0357817 0.05009951 С1 
X3 0.06834629 0.07127021 0.03702508 1.0561196 С1 



 

 
Figure 3: Clustering result (12 first vectors are shown). 

 
The first experiment suggests that a user knows that vector X1 is semantically closer to vectors X2 

and X3 that to X1. According to this, a feedback demanding that vector X1 should be included into the 
cluster C1 in a form of feedback matrix was provided: T[500,4] = {tij | i ∈ [0, 500), j ∈ [0, 4)}, where  

𝑡𝑡𝑖𝑖𝑖𝑖 = �1000, 𝑖𝑖 = 1, 𝑗𝑗 = 1;
1, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.  

Result of 100 epochs of clustering is shown on Fig. 4. As it could be seen all the 125 vectors from 
the second group have been moved with X1 into C1 (feedback has been provided joust for 1 vector). 
Also it is worth pointing out that semantic distance between the third and the fourth classes has been 
preserved, the same as for mutual arrangement of vectors inside each class. 

 

 
Figure 4 (a,b,c,d): Clustering results of moving X1 into C1. 4a – result of the first stage of clustering, 
4b – results after a user feedback provided, 4c and 4d – zoomed in resulting clusters. 

 



The second experiment suggests that a user knows that vector X2 is semantically could not belong 
to the same cluster with X3. In this case user does not point out the cluster where X2 should be 
included. According to this, a feedback demanding that vector X2 should be moved out of the cluster 
C1 in a form of feedback matrix was provided: T[500,4] = {tij | i ∈ [0, 500), j ∈ [0, 4)}, where  

𝑡𝑡𝑖𝑖𝑖𝑖 = �−1000, 𝑖𝑖 = 2, 𝑗𝑗 = 1;
1, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.  

Result of 100 epochs of clustering is shown on Fig. 5. As it could be seen vector X2 and all the 
vectors from the third class have been moved out of C1 and were included into C0. It worth pointing 
out that as long as “push out” constraint was used,  the third class is located at the farthest possible 
position regarding to C1. Also this experiment has shown lower velocity of convergence that the 
previous one. 

 

 
Figure 5 (a,b): Clustering results of moving vector X2 out of C1. 5a – the first clustering stage results, 
5b – results of iteration with a user feedback. 

 
The third experiment suggests that a user knows that vector X1 and X2 should be swapped.  

According to this, a feedback matrix was provided: T[500,4] = {tij | i ∈ [0, 500), j ∈ [0, 4)}, where  

𝑡𝑡𝑖𝑖𝑖𝑖 = �
1000, 𝑖𝑖 = 1, 𝑗𝑗 = 1;
1000, 𝑖𝑖 = 2, 𝑗𝑗 = 0;

1, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.
 

Result of 100 epochs of clustering is shown on Fig. 6. Not only the vectors X1 and X2 has been 
swapped, but the whole classes 2 and 3 too. 

 
Figure 6 (a,b): Clustering results of swapping two vectors (X1 and X2). 6a – the first clustering stage 
results, 6b – results of iteration with a user feedback. 

 
For the fourth experiment noise level was 10 times increased using another uniform distribution 

U[0, 1]. This is done to show general clustering abilities of proposed method. Four samples of the 
input dataset are shown in Table 2. Fig.7a demonstrates the first 12 vectors partitioned by the first 



clustering iteration. Vectors X0 and X2 were partitioned incorrectly. To correct this result a feedback 
matrix was constructed: T[500,4] = {tij | i ∈ [0, 500), j ∈ [0, 4)} where 

𝑡𝑡𝑖𝑖𝑖𝑖 = �
1000, 𝑖𝑖 = 0, 𝑗𝑗 = 0;
1000, 𝑖𝑖 = 2, 𝑗𝑗 = 1;

1, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.
 

Result of 100 epochs of clustering is shown on Figure 7b, just the wrong portioned vectors were 
moved, while earlier correctly partitioned vectors have saved their cluster labels. This shows how the 
user feedback gently corrects results without dramatic changes in partitioning itself. 
 
Table 2 
Vector samples with increased noise 

X Coordinates Cluster 
X0 1.191519 0.6221088 0.4377278 0.7853585 С0 
X1 0.7799758 1.272592 0.2764643 0.8018722 С0 
X2 0.9581394 0.8759326 1.357817 0.5009951 С1 
X3 0.6834629 0.7127021 0.3702508 1.561196 С1 

 

Figure 7 (a,b): Clustering results of highly noised vectors. 7a – the first clustering stage results, 7b – 
results of iteration with a user feedback. 

 

5.2. Experiments with synthetic Fishers’ Irises dataset 

Fishers’ Irises dataset is a standard dataset for classification and clustering tasks [21]. It has petal 
and sepal length and width as features. This dataset has 3 classes ‘setosa’, ‘versicolor’, ‘virginica’. 
Table 3 shows vector samples for each class. As long as Fishers’ Irises dataset has 150 items only, in 
order to augment data slight random noise from uniform distribution U[0, 1/10] has been added to 
each vector to multiply this data set in 4 times. In total 600 items have been obtained. 
 
Table 2 
Vector samples with increased noise 

X Coordinates Cluster 
X0 5.1191519 3.5622108 1.4437727 0.2785358 С0 (setosa) 
X1 7.0779975 3.2272592 4.7276464 1.4801872 С1  (versicolor) 
X2 6.3958139 3.3875932 6.0357817 2.5500995 С2  (virginica) 

 
Figure 8a demonstrates the result of the first clustering iteration. Cluster for the first class ‘setosa’ 

has been detected without any errors. However other two classes have 13 and 16 incorrectly 
partitioned flowers respectively. Classes ‘versicolor’ and ‘virginica’ are actually close to each other 



and even classification algorithms could not distinguish them without any errors. However, let the 
user knows the real classes just for two items (in this example vectors with numbers 7 and 50) that 
have been partitioned incorrectly, so they should be swapped. Feedback matrix form the user 
provided: T[600,3] = {tij | i ∈ [0, 600), j ∈ [0, 3)}, where  

𝑡𝑡𝑖𝑖𝑖𝑖 = �
1000, 𝑖𝑖 = 7, 𝑗𝑗 = 2;
1000, 𝑖𝑖 = 50, 𝑗𝑗 = 1;

1, 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.
 

Result of 100 epochs of clustering is shown on Figure 8b (to project 3-dimensional vectors from 
latent feature space on a plane the t-SNE algorithm from python sklearn library has been used [25]). 
Incorrectly partitioned items 7 and 50 were moved to their classes, besides more errors were corrected 
by clustering method in unsupervised manner. After the 100-th epoch of the second iteration just 8 
and 2 items partitioned incorrectly according to ground truth in 2-nd and 3-rd classes respectively. An 
accuracy of the resulting partitioning is 0.98(3). To compare, the average result of clustering 
performance state-of-the-art unsupervised clustering methods is 0.85 and for the state-of-the-art 
classification method is 0.971. Many clustering algorithms are not able to distinguish 2-nd and 3-rd 
classes at all [21]. 

 
Figure 8 (a,b): Clustering results for the Fishers’ Irises dataset. Amount of incorrectly partitioned 
items has been decreased from 26 (8a) to 10(8b) due to feedback provided. 

 

6. Conclusion 

In this paper the recent methods of interactive clustering with user feedback are discussed. There 
are a lot of modern unsupervised clustering methods demonstrating as good results as the state-of-the-
art approaches, but a few methods could process user feedback. To compensate the lack of interactive 
methods an approach to user feedback processing as interactive clustering technique with user 
feedback was proposed. This approach is based on neural network and the DEC algorithm was used 
as a base to demonstrate the core idea of proposed technique. Experiments have shown usability and 
effectiveness of the proposed approach. Although, lack of sensibility to “moving out of the cluster” 
operation was detected.  

Future studies will be dedicated to investigation of possible alternatives to auxiliary target 
distribution and further exploring its properties. Also it is planned to add more types of feedback to 
the approach, for example, pair-wise feedback or structure of desired hierarchy. 
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