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Abstract. As a result of the study, locations for Pan-Asian food delivery service 

in Kharkiv have been found so that their network evenly covered the entire city; 

and different units were at an acceptable distance from each other. The 

company’s order database allowed us to apply ML algorithms, in particular, 

clustering methods to find optimal locations. Three clustering models were 

developed and a series of experiments were conducted with each of them. The 

analysis of the model results allowed us to confirm both hypotheses put forward 

in the paper, namely: 1) reducing dimension does not skew clustering results 

obtained on the full database; 2) urban traffic has a significant impact on 

clustering results. This made us recommend pre-group the data and consider 

urban traffic in location tasks for the referred company. 
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1. Introduction 

The company’s success significantly depends on the location. It affects not only the 

cost of rent, access to materials, workers, transportation, but also the perception of the 

brand and expansion of the customer number.  

Location databases have enabled companies to do initial screening themselves, 

hence reducing their need to rely on external experts to providing only very specific 

information on locations [7]. Machine Learning (ML) algorithms are effectively used 

for finding the right locations using accumulated companies’ data; especially, 

clustering methods, which within the geomarketing approach, use spatial data 

(coordinates, address, registry or other bindings) along with general information. 

Various theoretical aspects of ML application in the location tasks are explored in 

the scientific literature. Montejano et al. overviewed different location models used 

within the geomarketing field, exemplifying it through the use of Geographic 

Information Systems (GIS) [8]. Serajnik et al. performed the statistical analysis, 

evaluated geodata and carried out spatial analysis with a subsequent cartographic 

visualization to define mall location strategy [11]. Rosu et al. used quantitative 

models for measuring accessibility to the existing shopping centers in the city, 

calculating thus their catchment area, for identifying a suitable location for a new 

shopping center [9].  
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A lot of papers are devoted to the location task analysis in food retail. To propose 

new locations for the supermarkets, Grassi [6] analyzed four conditions that are 

prioritizing for new locations: the supermarket area of influence, road access, 

competition and income of the target audience. Based on the analytic hierarchy 

process method and spatial analysis of GIS, Xiao [14] built a methodology for the 

process of selecting a supermarket site location. Bekti [3] and Baviera-Puig provided 

an application of the spatial methods for retail marketing strategy development for the 

supermarkets [2].  

Geomarketing algorithms are also widely used in international and domestic 

business practices. For example, WIGeoGIS [13] helps to choose the best GIS system 

and the relevant market data, as well as implements of mapping solution for location 

analysis. Ukrainian company GeoDesign [4] offers a business strategy development 

using spatial data. 

2. Hypothesis 

The object of the study is the Pan-Asian food delivery service, which is tasked with 

finding optimal locations for a network of its units. The company is represented in 

several cities of Ukraine, including Kharkiv where it already has three divisions. 

The company is rising rapidly, the number of its customers is growing, so the 

current production capacity is no longer sufficient to meet the orders flow in strict 

delivery time limits. Therefore, the company has a need to open two new divisions so 

that the load at all units was uniform, and the delivery time took no more than 15 

minutes. It was decided to renovate the company structure completely closing the old 

units and opening new ones in the optimal locations. 

Delivery time is a key location factor for this company. Thus, it was important to 

test the impact of urban traffic on model results. 

To find the optimal locations, data on the orders made in Kharkiv last year at peak 

hours (from 15-00 to 21-00) were collected. During this period 36095 orders were 

received from 9002 customers (table 1). 

Table 1. A fragment of the dataset 

Order Time Latitude Longitude 

16:12 50.027284 36.225768 

16:27 50.053163 36.197766 

15:12 50.019159 36.222417 

15:39 50.013091 36.278568 

17:53 49.953651 36.214925 

15:13 50.013091 36.278568 

15:38 49.958041 36.329566 

17:21 49.981018 36.147102 

17:08 49.950979 36.163038 

15:36 49.963422 36.287482 

 

To find dense areas of the customers, we decided to design clustering models.  
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Since it was decided to use Google Maps API [5] to consider urban traffic in the 

model, it was crucial to optimize the number of requests sent online at each stage of 

the clustering algorithm. Hence, it was necessary to choose the method of combining 

points into a cluster, and decide if it should be based on pairwise distances or centroid 

method. The advantage of the first-type methods is that they do not need recalculating 

distances every time after combining, which significantly reduces the computational 

complexity of the algorithm. 

However, according to preliminary estimates, the use of pairwise distances 

methods requires more than 81 million requests for a base of 9,000 clients; while for 

the five clusters detecting, centroid methods require about 45,000 requests for each 

iteration (and given that 30-40 iterations are needed for the algorithm convergence, 

we get about 1.5 million requests only). Thus, the centroid method has been chosen.  

Nevertheless, the question of query optimization remained open. To solve this 

problem, it was decided to test the hypothesis that dimension reduction does not skew 

the results of clustering. 

Thus, the following two hypotheses were put forward for consideration in the 

paper: 

1) reducing dimension does not skew clustering results obtained on the full 

database; 

2) urban traffic has a significant impact on clustering results.  

Three clustering experiments were performed to test these hypotheses: 

  full sample clustering, 

  pre-grouped sample clustering, 

  clustering based on the urban traffic data. 

3. Full sample clustering 

Mean Shift algorithm based on the centroid method was selected for clustering. Mean 

shift clustering is a sliding-window-based algorithm that attempts to find dense areas 

of data points. It is a centroid-based algorithm meaning that the goal is to locate the 

center points of each class, which works by updating candidates for center points to 

be the mean of the points within the sliding-window. These candidate windows are 

then filtered in a post-processing stage to eliminate near-duplicates, forming the final 

set of center points and their corresponding groups [10].  

To use this algorithm with geographical coordinates, one has to select a distance 

metric. Since the size of the sliding window was given in kilometers, it was decided to 

use the Haversine metric [12]: 
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where d is the distance between points (in km); 

r is the globe radius (6371 km); 

x1, x2 is the longitude of two points; 

y1, y2 is the latitude of two points. 



53 

The results of the baseline clustering model obtained on the full dataset are 

presented in Table 2 and Figure 1. 

Table 2. Results of the baseline clustering model 

Cluster Center 

Coordinates 

Number of 

customers 

Customer 

share 

Number of 

orders 

Share of 

orders 

1 – blue  49.9531, 36.2977 1589 17.65% 5426 15.03% 

2 – red 49.9879, 36.2218 2766 30.72% 10148 28.11% 

3 – green  50.0430, 36.2229 1633 18.14% 7917 21.93% 

4 – pink  49.9377, 36.3872 765 8.49% 2326 6.44% 

5 – orange 50.0117, 36.3407 2249 24.98% 10278 28.47% 

 

 

Fig. 1. Visualization of the baseline clustering model 

4. Pre-grouped sample clustering 

To check the first hypothesis, a weighted clustering method was used to reduce the 

dimension. A centroid calculated by a weighted value considers each customer to 

have individual value. The centroid is not created in the center of all customers but in 

the center of the customers who most satisfy the value, one has weighted [1].  

Using a k-means algorithm with the Haversine metric to detect 500 clusters, the 

coordinates of the weighted centers were obtained.  

Figure 2 presents the initial points (marked red), and the weighted centers (marked 

purple). 
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Fig. 2. Visualization of clients’ dataset after dimension reduction 

Next, the set of 500 points was clustered using the Mean Shift algorithm and the 

following estimates were obtained (Figure 3, Table 3). 

 

 

Fig. 3. Visualization of the pre-grouped sample clustering 



55 

Table 3. The results of the pre-grouped sample clustering 

Cluster Center 

Coordinates 

Number of 

customers 

Customer 

share 

Number of 

orders 

Share of 

orders 

1 – blue  49.9554, 36.2939 1633 18.14% 5802 16.07% 

2 – red 49.9887, 36.2196 2692 29.90% 9744 26.99% 

3 – green  50.0434, 36.223 1612 17.90% 7818 21.65% 

4 – pink  49.9386, 36.3851 817 9.07% 2444 6.77% 

5 – orange 50.0115, 36.3408 2248 24.97% 10287 28.49% 

Comparative analysis of the first and second clustering results showed that the 

reduction of dimension does not lead to its significant skew, the obtained clusters 

coincide by 97%. This allowed us to use the pre-grouped dataset for the calculations, 

which require urban traffic data. 

5. Clustering based on the urban traffic data 

To consider urban traffic data, the clustering algorithm has been modified – to 

measure the distance between the two points instead of the Haversine metric we used 

data provided by Google Maps [5]. 

Working with the Google Maps API, the following settings were specified: type of 

transport was ‘car’; forecast time was ‘02.12.2019 18:00’; forecast type was ‘most 

likely’ (‘pessimistic’ and ‘optimistic’ estimates were also tested). 

As a result of the clustering model with regard to urban traffic, the following 

estimates were obtained (Figure 4, Table 4). 

 

 

Fig. 4. Visualization of clustering with regard to urban traffic 
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Table 4. Clustering results with regard to urban traffic 

Cluster Center 

Coordinates 

Number of 

customers 

Customer 

share 

Number of 

orders 

Share of 

orders 

1 – blue  49.9844, 36.2261 3109 34.53% 11468 31.77% 

2 – red 50.0411, 36.2229 1608 17.86% 7763 21.50% 

3 – green  49.9452, 36.3366 1943 21.58% 6328 17.53% 

4 – pink  50.0009, 36.3401 1465 16.27% 6578 18.22% 

5 – orange 50.0307, 36.3369 877 9.74% 3958 10.96% 

 

Comparative analysis of three clustering experiments showed that traffic data 

significantly affects the clustering results. This leads to the conclusion that it is 

necessary to consider this factor in location tasks for the referred company. 

6. Conclusions 

As a result of the study, locations for Pan-Asian food delivery service in Kharkiv have 

been found so that their network evenly covered the entire city; and different units 

were at the acceptable distance from each other (less than 15 minutes by car).  

To find the locations, data about 36095 orders from 9002 customers were 

collected. The location database has enabled us to do screening using ML algorithms, 

in particular, clustering methods, which within a geomarketing approach, use spatial 

data along with general information.  

Two hypotheses have been put forward for consideration, namely: 

1) reducing dimension does not skew clustering results obtained on the full 

database;  

2) urban traffic has a significant impact on clustering results. 

Three clustering models were developed and a series of experiments were 

conducted with each of them. 

Comparative analysis of the first and second clustering results showed that the 

reduction of dimension does not lead to its significant skew. This allows us to use the 

pre-grouped dataset for the calculations based on urban traffic data. 

To calculate the distance between two points with regard to urban traffic, the 

Haversine metric has been replaced with Google Maps data. The analysis of the 

experiments showed that traffic data significantly affects the clustering results.  

Thus, as a result of the study, both hypotheses were confirmed. This made us 

recommend pre-group the data and consider urban traffic in location tasks for the 

referred company. 
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