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Abstract. The classical approach for repairing a Description Logic (DL)
ontology in the sense of removing an unwanted consequence is to delete
a minimal number of axioms from the ontology such that the resulting
ontology no longer has the consequence. While there are automated tools
for computing all possible such repairs, the user still needs to decide by
hand which of the (potentially exponentially many) repairs to choose. In
this paper, we argue that exploring a proof of the unwanted consequence
may help us to locate other erroneous consequences within the proof,
and thus allows us to make a more informed decision on which axioms
to remove. In addition, we suggest that looking at the so-called atomic
decomposition, which describes the modular structure of the ontology,
enables us to judge the impact that removing a certain axiom has. Since
both proofs and atomic decompositions of ontologies may be large, vi-
sual support for inspecting them is required. We describe a prototypical
system that can visualize proofs and the atomic decomposition in an
integrated visualization tool to support ontology debugging.

1 Introduction

We report here on first steps in a project whose goal it is to visualize various
aspects of ontologies, with the purpose of supporting design, debugging, main-
tenance, and comprehension of ontologies. In a first prototype of our system, we
concentrate on the visualization of proofs of consequences computed by a DL
reasoner and the visualization of the modular structure of the ontology, and use
ontology repair as an application scenario to guide our design decisions.

As is the case with all software artifacts, creating large ontologies is a diffi-
cult and error-prone process. However, the reasoning facilities provided by DL
systems allow designers and users of DL-based ontologies to detect errors by
finding incorrect consequences (called defects in the following). Such defects can
be the inconsistency of the whole ontology, the unsatisfiability of a concept, or
a derived subsumption relationship that obviously does not hold in the appli-
cation domain (like amputation of finger being a subconcept of amputation of
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hand [5]). The classical method for repairing an ontology in the sense of re-
moving a given defect employs Reiter’s approach for model-based diagnosis [28].
First, one computes all justifications for the defect, i.e., all minimal subsets of
the ontology that have the defect as a consequence [31,4,16,15]. In order to get
rid of the defect as a consequence of the whole ontology, it is then sufficient to
remove from the ontology a hitting set of the justifications, i.e., a set of axioms
that intersects with every justification [17,35,25]. Following [28,25], we call such
a hitting set a diagnosis and the ontology obtained by removing it a repair.

Example 1. Let T = {A v B u C,B v D,C v D} be a TBox , where A v D
is an undesired consequence, i.e., a defect. The sets {A v B u C,B v D} and
{A v B u C,C v D} are all justifications of the defect w.r.t. T ; and the sets
{A v B u C} and {B v D,C v D} are all subset-minimal diagnoses.

While all justifications and diagnoses of a given defect can be computed
automatically, deciding which of the diagnoses to choose for constructing the
actual repair requires human interaction. There are, however, some systems that
support the user in making this choice, based on the impact that removing a
certain diagnosis has on the ontology. One possibility to evaluate this impact
is to count the number of subsumptions between concept names that are lost
in this repair [23], but there are also other criteria for measuring the impact
[17,26,27,34,35].

In the present paper, we propose to use not just the justifications of a given
defect α when trying to repair it, but also proofs of α from the justifications.
Basically, the idea is that, while navigating through such a proof, the user may
find another defect β that is “closer” to the ontology axioms in the proof, and
thus may pinpoint the “real” reason for the observed problem in a more precise
way. Instead of repairing α, the idea is then to repair β first (possibly using the
same approach recursively). If this also repairs α, then we are done. Otherwise,
we can continue by looking at another proof of α from a new justification w.r.t.
the new ontology.

It may happen, of course, that the user does not notice a defect other than the
original one in the proof. For this case, we propose to use the modular structure of
the ontology as described by the atomic decomposition [36] for judging the impact
of a diagnosis. Basically, the atomic decomposition is a graph structure whose
nodes are so-called >⊥∗-modules [11] and whose edges describe dependencies
between the modules. The idea is now to visualize the impact of a given diagnosis
by showing which modules are affected by the removal of its axioms. The user
can then decide, based on her knowledge of the modules, which diagnosis to
prefer.

The realization of the ontology debugging approach sketched above requires
a tool that can visualize proofs and atomic decompositions in an appropriate
way. Whereas proofs are trees, atomic decompositions are graphs. Many graph
visualization [13,12] and tree visualization techniques [32,33] as well as their com-
bination [10] have been proposed in the literature, on which we could base our
approach. For our application scenario, we had to select, adapt, and combine ap-
propriate visualization techniques and to design the interaction with them. Our
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prototype is designed for a dual monitor setup, and consists of two main compo-
nents: Defects Comprehension, which provides an interactive view for exploring
proofs of defects; and Diagnoses Comprehension, which provides an interactive
view for displaying diagnoses, and their impact on the modular structures of
the given ontology. The dual monitor setup allows for a seamless interaction of
the two components, while providing sufficient space for displaying proofs and
atomic decompositions in a comprehensible way.

2 Diagnoses, Repairs, Proofs, and Modular Structure

In this section we discuss our suggestion of a new workflow for repairing DL-
based ontologies. In particular, we describe in more detail how proofs of defects
and the modular structure of the ontology can support the repair process. The
system that provides us with visual support for this approach is described in the
next section.

In the following, we do not fix a particular ontology language. We only assume
that the language can be used to formulate axioms (e.g., concept inclusions and
assertions written in some DL). An ontology is a finite set of axioms. In addition,
we assume that there is a monotonic consequence relation between ontologies
and axioms, and write O |= α to indicate that axiom α is a consequence of the
ontology O. In case the user thinks that the inferred consequence α actually does
not hold in the application domain, we call α a defect. Under the assumption that
the reasoning process that has produced the consequence is sound, the existence
of a defect means that the ontology contains incorrect axioms, and thus needs to
be repaired. We say that O′ ⊂ O is a repair of O w.r.t. the defect α if O′ 6|= α.

Classical Repair The classical method for repairing an ontology is to remove
some of its axioms, as defined above. However, given a detected defect α, it may
not be obvious to the user which axioms in O are actually the culprits. In the
amputation example mentioned in the introduction, while it is clear that “am-
putation of finger” should not be a subconcept of “amputation of hand,” finding
the responsible axioms is not easy since this requires a detailed understanding of
the intricacies of the so-called SEP-triplet encoding employed by the modelers
of the medical ontology SnomedCT (see Fig. 1 in [5]).

The first step towards finding a possible repair automatically is to compute all
justifications of the defect α, i.e., all sets J ⊆ O such that J |= α, but J ′ 6|= α for
all strict subsets J ′ ⊂ J . In the worst case, α may have an exponential number
of justifications (in the cardinality of O). There is a large body of work on
how to compute justifications for DL-based ontologies (some of which was cited
in the introduction). In our prototype, we currently compute justifications by
employing the functionalities provided by the Java-based Proof Utility Library
PULi [22], which enumerates justifications using resolution.

In order to get rid of the defect α, it is then sufficient to remove (at least)
one axiom from every justification. In fact, it is an obvious consequence of the
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minimality of justifications that every subset of the ontology that has the con-
sequence α must contain a justification. More formally, let J1, . . . ,Jn be all
justifications of α. A diagnosis of α in O is a set D ⊆ O that is a hitting set of
J1, . . . ,Jn, i.e., satisfies D ∩ Ji 6= ∅ for i = 1, . . . , n. As already shown by Re-
iter [28], if D is a diagnosis of α, then O\D is a repair of α, and every repair of α
can be obtained in this way. In addition, there is also a 1–1 relationship between
minimal diagnoses and maximal repairs. In the worst case, a defect may have an
exponential number of (minimal) diagnoses, and thus an exponential number of
(maximal) repairs. In our prototype, diagnoses are computed using a modified
version of a tool for navigating answer-set programs, called INCA [2].

Proofs What amounts to a proof of an entailment O |= α depends on the
employed ontology language and formal proof system. Here we abstract from
the specific proof system, and assume that a proof of α from O is a tree whose
nodes are labeled with axioms such that

1. the root has label α,
2. the leaves are labeled with elements of O or axioms β satisfying ∅ |= β,
3. if a node with label β has as n ≥ 1 children with labels β1, . . . , βn, then
{β1, . . . , βn} |= β.

An example of such a proof, as displayed by our prototype, is given in Fig. 2
in the next section. It is a proof of the defect SpicyIceCream v ⊥ entailed by a
modified version of the Pizza Ontology.1 This proof is based on the classification
rules of the DL reasoner Elk [21], and its visualization contains auxiliary nodes
that show names of the employed rules and indicate whether a leaf corresponds
to an element of the ontology or to a rule application with an empty set of
premises. There has been some work in the DL community on how to generate
proofs of consequences [7,19,20,1], but usually with explanation of the proved
consequences as use case [24,9,30]. In our prototype, we use proofs generated
by the proof service available in the Elk reasoner [21,19,20], but minimize the
proofs using the techniques described in [1].

In this paper, we propose to use proofs in the context of ontology repair.
Assume that the user has found a defect α. As a first step, we compute a jus-
tification J of this defect, and then show a proof of the entailment J |= α to
the user. By exploring this proof, the user may notice that the proof contains
another axiom β derived from J that is also a defect. Instead of repairing the
defect α directly, we can now switch to repairing β. While this switch may not
always be advantageous, we believe that it will often be, though this still needs
to be investigated empirically. On the one hand, β may be derivable from a strict
subset of J , and then there are less axioms to choose from when removing an
element from J . On the other hand, the defect β may be more fundamental
than α. For instance, consider the amputation example. The erroneous version
of SnomedCT also had the consequence that “amputation of finger” is a sub-
concept of “amputation of arm.” If the proof of this consequence contains the

1 Available at https://lat.inf.tu-dresden.de/Evonne/PizzaOntology/

https://lat.inf.tu-dresden.de/Evonne/PizzaOntology/
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axioms stating that “amputation of finger” is “amputation of hand” and “am-
putation of hand” is “amputation of arm,” then it is sensible to repair first one
of these more specific defects.

The proof of the defect α = SpicyIceCream v ⊥ depicted in Fig. 2 pro-
vides us with another illustration of this idea. This proof contains the axiom
β = SpicyIceCream v Pizza, which appears to be the real reason for the observed
problem, and thus should be repaired first. Also note that any repair of β also
repairs α, but not vice versa. Thus, repairing β fixes the overall problem, whereas
repairing α would have just dealt with a symptom of it.

At some point, the user will not find another defect to switch to in a proof,
and thus the classical repair approach must be applied to the current defect. We
propose to use the modular structure of the ontology to support the decision of
which diagnosis to choose for repairing this defect.

The Modular Structure From a formal point of view, an ontology is just a
flat set of axioms. In practice, however, ontologies usually consist of different
components dealing with different topics, though this structure may not have
been made explicit when defining the ontology. For instance, in the pizza on-
tology, there are axioms specifying fundamental aspects (such as: pizzas always
have toppings), axioms defining different types of pizzas, axioms concerned with
dietary issues, etc. In case the ontology at hand has not been structured into
different such components in the design phase, one can use automated module
extraction techniques to compute such a structure for a DL-based ontology. In-
tuitively, given an ontology O written in some DL and a set Σ of concept and
role names (called signature), a module M⊆ O for Σ in O contains all axioms
from O that are “relevant” for the meaning of the names in Σ.

In the DL literature, there is a large body of work defining different notions of
modules, as well as algorithms for computing modules for some of these notions.
In this paper, we focus on a specific type of modules called >⊥∗-modules [11].
Such modules have the following useful properties:

1. For each signature Σ and ontology O, there exists a unique >⊥∗-module.
2. The >⊥∗-module M for Σ in O preserves all Σ-entailments, i.e., for any

axiom α that uses only names from Σ, it holds that M |= α iff O |= α.
3. Each >⊥∗-module M is self-contained in that it is also a module of the

(possible larger) set of all concept and role names occurring in M.
4. If we have Σ1 ⊆ Σ2 for two signatures, then also M1 ⊆ M2 for the corre-

sponding modules.

The last two properties imply a hierarchical structure between all possible >⊥∗-
modules of O, which can be represented in a compact way by the atomic de-
composition [36]. For an ontology O, the atomic decomposition is a pair (A,�),
where A is a partitioning of O into atoms, and � ⊆ A × A is the dependency
relation, which satisfies the following property: if an atom a1 is a subset of some
>⊥∗-module M and a1 � a2 (meaning a1 depends on a2), then also a2 ⊆ M.
This means that an atom represents the module that consists of the union of
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Fig. 1. Atomic decomposition of the >⊥∗-module for the signature {SpicyIceCream} of
a variant of the pizza ontology.

itself with all atoms it depends on. Since all >⊥∗-modules can be obtained as
the union of such atomic modules, the atomic decomposition indeed provides
us with a compact representation of all >⊥∗-modules. Atoms that are not in a
dependency relation to each other can indeed be seen as being independent of
each other: if we remove an atom and all atoms that depend on it, then the re-
maining modules are not impacted, that is, all entailments over their signatures
are preserved.

An example of an atomic decomposition is shown in Fig. 1 for the sub-
set of our modified pizza ontology that is the >⊥∗-module of the signature
{SpicyIceCream}. The figure shows the Hasse-diagram of the partial order �,
i.e., � is the transitive closure of the relation → depicted there. To compute
the atomic decomposition, we implemented the algorithm described in [36]. For
extracting the >⊥∗-modules, we used the tool provided by the OWL API [14].

The atomic decomposition can be used to support the user in choosing a
diagnosis, and thus a repair, as follows. Given a diagnosis D, we can show to
which of the atoms its axioms belong. By going upward in the hierarchy, this
allows us to see which other atoms (and thus >⊥∗-modules) may be impacted
by removing these axioms. However, minimizing the number of affected modules
is only one possible criterion for making the decision. The ontology engineer
might trust some modules more than others, either because of her knowledge
about who wrote these axioms or because she knows this topic well enough to
be certain that the axioms are correct. Thus, she may look only at diagnoses that
concern other parts of the ontology. Also, it may be reasonable to assume that
an axiom that interacts with many other axioms in the ontology is less likely to
be erroneous, in the case that not many defects have been observed.

Example 2. Let us revisit our example concerned with defects in the pizza on-
tology. After inspecting the proof of the defect α, we have switched to repairing
the more fundamental defect β = SpicyIceCream v Pizza. It turns out that this
defect has a single justification, consisting of three axioms, and thus there are
three diagnoses, each consisting of one of the axioms:
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– D1 = {domain(hasTopping) = Pizza}
– D2 = {SpicyIceCream ≡ IceCream u ∃hasSpiciness.Hot}
– D3 = {IceCream v ∃hasTopping.FruitTopping}

Removing the diagnosis D2 would affect the least number of >⊥∗-modules, since
no other atom depends on the one consisting of this axiom. However, removing
it would remove all information about SpicyIceCream from the ontology, and
thus does not appear to be a good idea. The other two axioms belong to the
same atom, and thus the atomic decomposition cannot help us choosing between
them. Actually, while it is clear that it does not make sense to have both in the
ontology, one could either allow things other than pizzas to have toppings or use
another role to describe what is put on top of ice cream.

3 Visual Support for Ontology Debugging

Our tool, called Evonne (Enhanced visual ontology navigation and emendation),
is a prototypical web application for ontology debugging of unwanted conse-
quences. It visualizes proofs of defects occurring in ontologies as well as the
impact of computed diagnoses based on the atomic decomposition. Currently,
Evonne supports the lightweight ontology language OWL 2 EL. It is designed for
a dual monitor setup, and consists of two main components: Defects Compre-
hension, which provides an interactive view for explaining defects through proofs
exploration; and Diagnoses Comprehension, which provides an interactive view
for showing diagnoses of defects and their impact on the modular structures of
ontologies. As a central design goal we wanted to seamlessly integrate both views
into a coherent tool with appropriate interactive functionality.

Fig. 2. Screenshot of Evonne showing the Defects Comprehension component
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Fig. 3. Screenshot showing the collapsed proof of SpicyIceCream v Pizza in Fig. 2

The Defects Comprehension Component This component offers an inter-
active view for understanding defects through exploring and interacting with
proofs (see Fig. 2). Its core element is a representation of the proof itself, which
in our example shows unsatisfiability of SpicyIceCream. As argued in the previous
section, by exploring and interacting with this proof, the user can find a more
specific defect within the proof, i.e., SpicyIceCream v Pizza.

When visualizing proofs, the main problem is that they are usually very large,
which makes it hard to display them in a sufficiently compact yet comprehensive
manner. Protégé, for instance, contains an explanation plug-in that displays
proofs provided by the Elk reasoner [20] as indentation lists. It shows all proofs
for a consequence at once, which can potentially lead to visual clutter and a high
cognitive load for the user. For our purposes, it is sufficient to display a single
proof from a single justification, rather than multiple ones at the same time. In
addition, the proofs shown in Evonne are minimal tree proofs, computed using
the approach described in [1].

We visualize proofs as node-link diagrams since this encoding emphasizes the
connection between nodes, their depth level, and the topological structure of the
tree [33]. This representation ensures that (1) the premise of inference steps is
localized, which makes it easier to focus on individual inferences; and (2) it puts
emphasis on the different paths that lead to the final conclusion. Additionally,
we use an axes-oriented layout for visualizing trees since it is extremely common
and most users are familiar with its representation [32].

Since the minimal tree proofs displayed by Evonne can still be quite large,
the tool is equipped with interactive elements, which provide users with multiple
navigation functionalities that make large proofs easier to digest.

The button at the top of the component (see Fig. 2) allows the user to
load a proof in GraphML format, which is then displayed within the component
and can be explored. Selecting axioms by clicking on them reveals buttons (see
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Fig. 4) with either navigation functionalities (discussed now), or communication
functionalities (discussed later). The navigation buttons as well as toggling the
Stepwise Mode switch allow the user to explore and traverse the proof in both
directions, top-down and bottom-up. In our case, top-down and bottom-up refer
to the tree structure and not to the position of nodes, i.e., top is the tree’s root
node whereas bottom means the tree’s leaf nodes.

Generate and

Show diagnoses

Show justification

of the corresp. proof

Communication buttons

Hide all prev. inferences

Show all prev. inferences

Show the next inference

Navigation buttons

Fig. 4. Buttons associated with axioms in proofs

The top-down approach starts with showing only the final conclusion, and
previous inferences can be revealed step-wise. This helps users to steer the explo-
ration process in a way that focuses on specific paths that they deem important
to understand the entailment. Thereby, the next inference is only revealed if
the current visible part of the proof is understood. In contrast, when exploring
the proof in a bottom-up manner, that is, starting from the premises, users can
mark the parts of the proof they have already understood by collapsing them,
and thereby decreasing the size of the proof. Again, this reduces the amount of
displayed information while allowing users to focus on the next part of the proof
during traversal. Users can adjust and traverse the proof according to their own
preferences. At any stage, collapsed parts can be revisited.

In case a user finds a certain part of a proof particularly hard to comprehend,
he can take this sub-proof and display it in isolation by clicking on the “delink”
button on the connection to the following inference (see Fig. 5). This provides
a localized view of all inferences leading to the chosen link, to be inspected
separately and without distractions.

The large size of proofs is not the only factor that can make them hard to
understand. Even a single application of an instance of a rule may be puzzling,
either because the user is not familiar with the employed calculus or since the
large size of the involved concept descriptions makes it hard to see why the
concrete inference is an instance of a certain inference rule. To support com-
prehension of inference steps, Evonne is equipped with a tooltip that can be
invoked by clicking on a specific rule (see Fig. 6) and provides (1) a display of
the abstract rule using meta-variables for concepts, (2) a display of the currently
considered instance below the abstract rule, (3) a color coding that clarifies how
the instance was obtained.
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Fig. 5. Clicking on the delink icon next to the link in the left image isolates the sub-
proof starting from this connection, which can be seen in the right image.

Fig. 6. Explanation of an instance of Intersection Composition displayed by Evonne.

The Diagnoses Comprehension Component This component is responsible
for computing all diagnoses of defects and for showing their impact through the
atomic decomposition. As shown in Fig. 7, the view of this component consists
of two parts: the atomic decomposition (ontology) and the diagnoses part.

For the atomic decomposition, users can either employ the default layout
provided by Evonne, which is based on the force-directed layout algorithm [18];
or they can rearrange the nodes into a more suitable layout, which can be saved
for later use. Users can choose between two types of labels for the nodes in the
atomic decomposition. The default labeling scheme uses axioms occurring in the
corresponding atoms, while the other option is to label nodes with the signature
of the corresponding atoms.

Diagnoses are shown in a collapsed side menu, grouped into collapsed pan-
els, based on their size, to minimize their number on display. Hovering over a
diagnosis triggers a color change of the corresponding axioms in the atomic de-
composition. This Brushing and Linking [6] is a common interaction technique
to explore relations between data [29]. It also changes the color of all nodes con-
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Fig. 7. Screenshot of Evonne showing the Diagnoses Comprehension component

taining these axioms, as well as of their predecessors, thereby highlighting the
impact of a diagnosis on the >⊥∗-modules of the ontology.

In our pizza example, after locating SpicyIceCream v Pizza as the more spe-
cific defect to be repaired, Evonne computes all diagnoses of this defect, i.e.,
D1, D2 and D3 (see Example 2), and displays them together with the atomic
decomposition in the Diagnoses Comprehension view. Fig. 8 depicts how the
colors of axioms and nodes in the atomic decomposition change when hovering
over D1 (left) or D2 (right). This shows the impact of D1 to be more significant
than the impact of D2, since more atoms are affected. Based on the observed
impact, the atomic decomposition can also be used to determine which parts of
the ontology might need to be adapted once a repair based on this diagnosis is
generated.

Fig. 8. Highlighted axioms and atoms for diagnoses D1 (left) and D2 (right).

We have designed two techniques for the interplay between the two main
components of Evonne. While both are triggered in the Defects Comprehension
view, by using the communication buttons shown in Fig. 4, the effects are shown
in the Diagnoses Comprehension view. The first technique is diagnoses highlight-
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ing. The user can select the final conclusion, or any entailment appearing in a
proof, and ask Evonne to compute all diagnoses of this entailment. The second
is justification highlighting. For any axiom β occurring in the proof, the justifi-
cation that corresponds to the proof (i.e., the ontology axioms used in the proof
to entail β) can be highlighted in the ontology view. This changes the color of
the axioms occurring in the justification and the nodes containing them in the
atomic decomposition – an important feature for repairing since it helps users
to understand which part of the ontology, causing the defect, is currently being
investigated.

4 Conclusion

We presented the interactive tool prototype Evonne that visualizes proofs of
consequences and the modular structures of ontologies as described by the atomic
decomposition. In this paper, we concentrated on ontology debugging as possible
use case for our system, but the visual support it provides can also be employed
in other settings, such as explaining why a correct consequence holds rather than
repairing an incorrect one. To evaluate the usefulness of the debugging workflow
sketched in this paper, we intend to perform a user study, which hopefully will
also provide us with interesting new ideas for how to improve Evonne.

In the current version of Evonne, proofs and the atomic decomposition are
precomputed separately and then provided as an input for the system. In the
future, we want to seamlessly integrate these computations into our tool. There
are, of course, many other improvements of Evonne that we intend to make, both
regarding improved or additional functionality and how proofs and ontologies
are displayed. In the context of repair, it would be usefull to be able to declare
certain atoms or modules to be strict, in the sense that their axioms cannot be
removed, and then compute only diagnoses that respect these declarations. In
addition, we intend to support not only classical repairs (which remove axioms),
but also more gentle kinds of repairs that weaken axioms [15,23,8,3]. It will be
interesting to see how proofs can help locating parts of an axiom that need to
be changed.
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scription logics more gentle. In: Principles of Knowledge Representation and Rea-
soning: Proceedings of the Sixteenth International Conference, KR 2018, Tempe,
Arizona, 30 October - 2 November 2018. pp. 319–328. AAAI Press (2018), https:
//aaai.org/ocs/index.php/KR/KR18/paper/view/18056
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