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Abstract
Biomedicine is an ideal environment for the use of Natural Language Processing (NLP), due to the huge
amount of information processed and stored in electronic format. This information can be managed in
different ways by NLP tasks such as the Named Entity Recognition (NER). To address this task, CAN-
TEMIST is the first challenge specifically focusing on NER and named entity normalization of a critical
type of concept related to cancer. For the entity standardization, the challenge proposes to use the
ICD-O codes (International Classification of Diseases for Oncology, 3rd Edition – ICD-O-3).

In this paper, we present an automated system based on neural networks for the extraction of tumor
morphology mentions in Spanish clinical cases. In particular, we use a Bidirectional variant of Long
Short Term Memory (BiLSTM) neural network with a Conditional Random Fields (CRF) layer. The input
to this network is a combination of different word embeddings. In the NER task we achieved encouraging
results obtaining 85.5% of F1-score. Moreover, a dictionary-based system is used to subsequently assign
an ICD-O code to each annotated entity. For this subtask our group achieved 75.9% of F1-score.
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1. Introduction

Named Entity Recognition (NER) is the task of identifying and categorizing key entities in the
text. The NER task is part of Natural Language Processing (NLP) and text mining that studies
natural language. The NER task makes it possible to generate knowledge and improve health
services by processing unstructured information. This information is an important part of the
data collected on a daily basis in clinical practice. NER uses health-related information and
supports the new challenges of recording, structuring, and exploring information.

Understanding diseases requires the extraction of certain key entities like diseases, treatments
or symptoms and their attributes from textual data. The recognition of these entities in different
languages is a hard task that needs to be addressed by the NLP community. To accomplish this
task, the CANTEMIST [1] challenge at the IberLEF 2020 (Iberian Languages Evaluation Forum)
is proposed.
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CANTEMIST is the first shared task specifically focusing on named entity recognition of a
critical type of concept related to cancer, namely tumor morphology. The CANTEMIST task is
structured into three independent subtasks, each taking into account a particular important use
case scenario:

• CANTEMIST-NER track: This subtask consists of automatically finding tumor morphology
mentions.

• CANTEMIST-NORM track: The second subtask requires returning all tumor morphology
entity mentions together with their corresponding ICD-O codes (Spanish version: eCIE-
O-3.1), i.e. finding and normalizing tumor morphology mentions. This subtask is also
known as clinical concept normalization or named entity normalization.

• CANTEMIST-CODING track: The last subtask requires returning for each of document a
ranked list of its corresponding ICD-O-3 codes.

This paper describes the system presented by the SINAI team for the first two subtasks
proposed by the organizers of the CANTEMIST challenge: NER track and named entity normal-
ization track.

2. Related work

In the biomedical domain, NER systems identify entities from clinical patient reports. Several
NER systems have been developed using NLP-based systems such as MedLEE [2], MetaMap [3]
and cTAKES [4]). Most of these are rule-based systems that use extensive medical vocabularies.

Approaches for NER can be classified into different categories [5]: dictionary-based, rule-
based and machine learning-based. Specifically, our group has experience in the NER task in
the biomedical domain using different methodologies such as traditional machine learning
[6], Recurrent Neural Networks (RNNs) [7] and unsupervised machine learning [8, 9], among
others.

Current state-of-the-art approaches to the NER task propose the use of RNNs to learn useful
representations automatically because they facilitate the modeling of long-distance dependencies
between words in a sentence. These networks usually rely on word embeddings, which represent
words as vectors of numbers. There are different types of word embeddings: classical [10, 11],
character-level [12] and contextualized [13] which are commonly pre-trained over very large
corpora to capture latent syntactic and semantic similarities between words.

Based on the success of the previous challenges focused on the NER task in the biomed-
ical domain (PharmaCoNER [14], eHealth-KD [15], eHealth CLEF [16], MEDDOCAN [17],
CHEMDNER [18], i2b2 [19]), CANTEMIST is the first shared task specifically focusing on the
extraction of a critical type of concept related to cancer, namely tumor morphology or neoplasms
morphology.

Following the neural network proposed by Huang et al [20], our work uses the Bidirectional
variant of Long Short Term Memory along with a stacked Conditional Random Fields decoding
layer (BiLSTM-CRF) to extract the tumor morphology mentions in Spanish biomedical literature.
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Table 1
CANTEMIST corpus statistics.

Train Dev 1 Dev 2 Test gold

No. docs 500 250 250 300
No. annotated entities 6,396 3,341 2,660 3,633
No. annotated unique entities 1,978 1,189 960 1,210
No. annotated ICD-0 codes 493 338 334 386
No. sentences 22,022 10,847 9,917 12,739
No. tokens 441,993 219,172 177,574 240,562
No. unique tokens 22,280 15,391 13,921 16,551

We also evaluate the usefulness of some word embedding in two different ways: independently
and in combination. Subsequently, we use an unsupervised dictionary-based method in order
to automatically assign a ICD-O code to each entity detected.

3. Dataset

The CANTEMIS corpus was manually annotated by clinical experts following the guidelines1.
The CANTEMIST corpus is composed of clinical cases and is divided into different sets: training,
development and test set. The task organizers have also provided two development sets (dev 1
and dev 2) so that participants can train their systems more accurately. Some statistics of the
CANTEMIST corpus can be found in Table 1. In this table you can see information related to
the number of annotated entities, number of ICD-O codes, information related to sentences and
vocabularies, among others.

4. Methodology

The workflow to address the proposed task in CANTEMIST challenge consists of two sequential
steps, first detecting tumor morphology mentions in Spanish clinical documents, and sub-
sequently the extracted entities must be assigned to a unique identifier code using ICD-O
terminology. This section is organized according to each subtask carried out by our team: NER
track and named entity normalization track.

4.1. Named entity recognition

The approach used to address in the first subtask of the CANTEMIST challenge is based on
deep learning by implementing the RNN proposed by Huang et al. [20]. Specifically, we have
used a BiLSTM with a sequential CRF.

1https://zenodo.org/record/3878179
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4.1.1. Word embedding

RNNs generally use an embedding layer as an input, which makes it possible to represent words
and documents using a dense vector representation. Word embeddings are a type of word
representation that allows words with similar meanings to have a similar representation.

Our first approach involves combining different word embeddings to form the input layer to
the proposed deep neural network. Each word representation used is explained in detail below:

- FastText embeddings trained over Wikipedia. This type of word embeddings are
considered classic because they are static and word-level, meaning that each distinct word
receives exactly one pre-computed embedding. Our experiments use FastText2 embeddings
trained over Spanish Wikipedia and size 100.

- Spanish Medical Embeddings (SME). Although there are available biomedical word
embeddings for Spanish [21, 22, 23], we have tried to generate new ones from existing corpora
related to the biomedical domain in Spanish. For this purpose, firstly we extracted the Spanish
corpus from MeSpEN [24]. Later, extra information in Spanish from different clinical information
websites such as Mayo Clinic [25], World Health Organization [26], and WebMD [27] was added
to the former corpus. The pre-processing carried out to train the word embeddings consisted
of converting the text to lowercase, removing the URLs, and removing the multi-lines. Finally,
FastText [28] was used to perform the training by applying the following setup: skip-gram
model, 0.05 for the learning rate, size of 300 for the word vectors, 10 for the number of epochs
and 5 for the minimal number of word occurrences.

- Contextual word embedding (CWE). This word embeddings capture latent syntactic-
semantic information that goes beyond standard word embeddings [29]. This representation
treats text as distributions over characters and is capable of generating embeddings for any
string of characters within any textual context, in other words, the same word will have
different embeddings depending on its contextual use. For our experiments, we used the pooled
contextualized embeddings proposed by Akbik et al. [30] to help with the recognition of tumor
morphology mentions.

4.1.2. BiLSTM-CRF model

For the entity recognition task, the annotations provided were encoded by using the BIO tagging
scheme. Thus each token in a sentence was labeled with O (non-entity), B (beginning token of
an entity), or I (inside token of an entity). This scheme is the most popular in the NER task.

The architectures of BiLSTM-CRF model is illustrated in Figure 1. This architecture is similar
to the proposal by Huang et al. [20], Lample et al. [31], Ma and Hovy [32]. This model is
described in a layered way:

1 Embedding combination layer. Firtly, each sentence is divided by tokens using the SPACCC
POS Tagger tool3. The sentence is represented as a sequence of words 𝑆 = (𝑤1, 𝑤2, 𝑤3, ..., 𝑤𝑛),
where 𝑛 is the length of the sentence. In addition, each word is represented as a vector
of concatenated embeddings. In our approach we use the word embeddings mentioned
previously: FastText, SME and CWE.

2https://fasttext.cc
3DOI: 10.5281/zenodo.2560344
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Figure 1: Proposed model based on a BiLSTM-CRF neural network that uses a combination of different
word embeddings as an input layer.

2 BiLSTM layer. The embeddings are given as input to a BiLSTM layer. In this layer, BiLSTM
layer is to split the neurons of a regular LSTM into two directions, a forward state computes a
representation ⃖⃖⃗ℎ𝑛 of the sequence from left to right at every word 𝑛, and another for negative
time direction (backward states) computes a representation ⃖⃖ ⃖ℎ𝑛 . Using two time directions,
input information from the past and future of the current time frame can be used to better
understand the context of the medical report. The representation of a word ℎ𝑛 = [ ⃖⃖⃗ℎ𝑛; ⃖⃖ ⃖ℎ𝑛] is
obtained by concatenating its forward and backward states[31].

3 Tahn layer. Next, tahn layer is used to predict confidence scores for each word according to
the existing labels in the corpus.

4 CRF layer. Finally, CRF layer combines the advantage of graphical modeling to predict
multivariate output, in other words, this layer decodes the best label in all possible labels
[33].

For the implementation, we employed Flair [34]. Flair is a simple framework for NLP tasks
including NER. Flair is used with the following configuration: learning rate as 0.1, dropout as
0.5, maximum epoch as 150, 300 neurons with tahn activation function and a batch size of 32.

4.2. Named entity normalization

The second subtask consists of assigning a unique ICD-O-10 identifier to each entity anno-
tated in subtask one. For this subtask we use an unsupervised dictionary-based method. The
methodology followed for the selection of an identifier is shown below:
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1 ICD-O dictionary creation.
In order to generate the dictionary, we use the descriptions and ICD-0 codes obtained from
the official website4 and the training set provided by the organizers. The main purpose was
to generate a tuple containing the ICD-O code and the description as shown above:

< 8000/6, neoplasia metastásica >
< 8000/6, émbolo tumoral >
< 8000/6, tumor metastásico >
< 8000/3, neoplasia maligna >
< 8000/3, cáncer >
< 8000/3, malignidad >

As we can see, the same code corresponds to several descriptions, which means that these
are synonymous. All descriptions are in lowercase in order to obtain a better future match.

2 Levenshtein distance.
The second step is to compute the Levenshtein distance between the recognized entity and
each dictionary description. Levenshtein distance is the minimum number of operations
required to transform one character string into another. For instance, for the entity cáncer,
the output provided by this step would be as shown below::

< 8000/6, neoplasia metastásica, 20 >
< 8000/6, émbolo tumoral, 13 >
< 8000/6, tumor metastásico, 16 >
< 8000/3, neoplasia maligna, 17 >
< 8000/3, cáncer, 0 >
< 8000/3, malignidad, 9 >

According to our previous example, cáncer gets a value of 0 with the code 8000/3 - cáncer.
However, we can see that the entity cáncer gets other values for each description, for example,
the distance between cáncer and émbolo tumoral is 13.

3 Code ranking.
The last step involves choosing from all the calculated distance values. To do this, we sort
the dictionary by Levenshtein distance and choose the first ICD-O code from the list. In this
way we assign a unique identifier to the entity.

5. Experimental setup and results

The task organizers provided several datasets (training, development and test) to allow the
participants to train their systems properly. For all scenarios, we used the training set and
the number 1 development set (22,022 + 10,847 sentences respectively) for training, while the
number 2 development set (9,917 sentences) was used to validate our system. We decided to
include the number 1 development set in the training since it has a greater number of annotated
entities than the number 2 development set.

4https://eciemaps.mscbs.gob.es/ecieMaps/browser/index_o_3.html
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Table 2
Evaluation results obtained by the SINAI team in NER subtask.

System Precision (%) Recall (%) F1-score (%)

FastText 80.9 81.7 81.3
SME 83.5 85.5 84.5
CWE 85.9 82.8 84.3
SME + CWE 85.9 85.1 85.5
SME + CWE + FastText 85.8 84.7 85.2

Table 3
Evaluation results obtained by the SINAI team in named entity normalization subtask. P: Precision, R:
Recall, F: F1-score, No-Met: non-metastasis

System P (%) R (%) F (%) P-No-Met (%) R-No-Met (%) F1-No-Met (%)

FastText 72.8 73.5 73.2 73.0 70.7 71.8
SME 74.7 76.6 75.6 74.8 73.2 74.0
CWE 76.9 74.1 75.5 75.1 73.0 74.0
SME + CWE 76.3 75.5 75.9 74.9 73.2 74.0
SME + CWE + FastText 76.4 75.4 75.9 75.3 73.5 74.4

The metrics defined by the CANTEMIST challenge to evaluate the submitted experiments are
those commonly used for some NLP tasks such as NER or text classification, namely precision,
recall, and F1-score. Table 2 and 3 shows the results obtained by the SINAI team for the first
and the second subtask respectively.

As we can see in Table 2, the results are encouraging. The combination of different word
embeddings improves the use of each one of them separately. This means that each word
embeddings used provides a meaningful representation of each word, which helps the neural
network to learn to detect the entity.

The use of the classic word embeddings trained on wikipedia (FastText) obtains the worst
value of precision, recall and F1. On the other hand, the use of the word embeddings trained on
a corpus related to medicine improves and achieves 84.5 of F1 and gets the best recall (85.5%).
SME word embeddings also improve CWE results, although in this case the difference is not very
significant. These results demonstrate that using resources trained on a specific domain helps
the task to be solved. In our case, training some word embeddings related to the biomedical
domain helps the recognition of named entities.

Our best result (taking into account the F1 measure) was obtained by combining two types of
word embeddings: SME + CWE. With this combination we achieved an 85.5% of F1, an 85.9% of
precision and an 85.1% of recall.

In addition, we were also able to check the use of FastText word embeddings trained with
Wikipedia in their combination (SME + CWE + FastText) but they reached worse values than
without them.

Table 3 summarizes the results obtained for the second subtask (named entity normalization)
by the SINAI team. In this subtask, we use the output of the previous task to standardize the
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recognized entities. Taking into account the F1-score for the extraction of neoplastic tumours,
we found that the combination of word embeddings obtains the same percentage (95.9%). In
contrast, if we consider the measure F1 for non-metastasis recognition, the best value of F1 was
obtained using the combination of the three word representations (SME + CWE + FastText).

6. Conclusion and future work

This paper presents the participation of the SINAI group in the CANTEMIST challenge. Our
group has participated in two subtasks proposed by the challenge: NER track and named entity
normalization track. Both subtasks are considered relevant in the NLP because they are related
to information extraction and standardization in the biomedical domain through an oncology
dictionary. More specifically, the first subtask addresses the task of extracting mentions of
neoplasms morphology mentions, and the second subtask involves assigning an ICD-O code to
each previously recognized entity.

In the first subtask our proposal follows a deep learning-based approach for NER in Spanish
clinical cases. This methodology is focused on the use of a BiLSTM-CRF where different
word embeddings are combined as input to the architecture. Our main goal was to prove the
performance of different types of word embeddings for the NER task in the medical domain:
own-generated medical embeddings (SME), contextualized embeddings (CWE) and FastText
embeddings trained over Wikipedia. The obtained results are encouraging for the NER task
achieving 85.5% of F1-score, 85.9% of precision and 85.1% of recall. On the other hand, in
the second subtask we use an unsupervised dictionary-based method. In this scenario, the
combination of different word representations also obtained the best value achieving 75.9% of
F1-score, 76.4% of precision and 75.4% of recall. For future work we plan to improve our entity
detection system using new transfer learning techniques. In addition, there are available pre-
trained models for the biomedical domain such as BioBERT that could be taken into consideration.
Although BioBERT is in English, an ideal scenario would be the generation of a new model for
Spanish through a large biomedical corpus.
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