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Abstract
In this paper, we present participation in the Named Entity Recognition and Classification evaluation organized
by CAPITEL at IberLEF 2020. We mainly aim to investigate the efficiency of data augmentation in transfer
learning for NER. In addition to the official training set, we use Spacy to annotate the Spanish news monolingual
corpus to create an augmented dataset. We perform experiments on two sets of data under 4 experimental
settings, the experimental result show that pre-training on the augmentation set and then fine-tuning on the
official set (i.e. cascadingly fine-tuning) could improve the performance compared to fine-tune on any of them
separately or mixed.
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1. Introduction

The performance of the NER system has been greatly improved thanks to the introduction of pre-
trained language models (PLM) as well as the pre-training and fine-tuning framework [1, 2, 3]. How-
ever, for some tasks with limited training data, it is still not be able to fully emerge the power of the
pre-trained model. Therefore, researchers start to investigate better fine-tuning strategies.

In this paper, we mainly investigate the strategy of fine-tuning a PLM with data augmentation
to improve the performance on the original task specific dataset. The official dataset is named as
CAPITEL [4] which is composed by news articles in Spanish, and the augmented data is created by
annotating WMT19 Spanish news corpus with Spacy. We will present details of our work and findings
in following sections.

2. Model

Fine-tuning a pre-trained language model in downstream tasks has become a standard paradigm for
many NLP tasks like sentiment classification, NER or POS-tagging, because models for these tasks
can be easily designed as the combination of a unified encoder and a task specific classifier. [5]

Here we choose to use multilingual-BERT [1, 6] and distillBERT [7] as the encoder and a linear layer
as the classifier. We use the hugging-face implementation released in the transformers library [5] and
their pre-trained parameters. Experimental results show that the performance of multilingual-BERT
is better than distillBERT therefore we only report results coming from the multilingual-BERT.
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Table 1
The statistics of the dataset, where cap and aug represent for CAPITEL and augmented respectively.

PER LOC ORG OTH sentence token
train_cap 9,087 7,513 9,285 591,105 22,647 606,418
dev_cap 2,900 2,490 3,058 197,484 7,549 202,408
test_cap 2,996 2,348 3,143 194,730 7,549 199,773
train_aug 16,306 17,156 9,054 903,184 34,826 965,174
dev_aug 1,553 1,668 883 88,391 3,377 94,395

We use cross-entropy as the loss function. Note that BERT uses WordPiece tokenizer [8] to encode
tokens, which may split a token into pieces of sub-tokens. In the hugging-face implementation, for
token 𝑤 which can be split into sub-tokens 𝑤[0∶𝑐], only the first sub-token 𝑤0 is used to compute the
loss, this doesn’t affect un-split tokens and remains the distribution of each class unchanged.

3. Dataset

3.1. CAPITEL

As described by the organizers, the CAPITEL dataset is composed of Spanish news and has been
annotated with Person (PER), Location (LOC), Organization (ORG), and Other (OTH). The corpus has
been annotated with the BIOES format [9], where entities with a single token should be labeled as
“S-ENT", otherwise should be labeled as “B/I/E-ENT" when there are multiple tokens, representing
begin, inside and end of an entity. For example: Alex(S-PER) is(O) going(O) with(O) Marty(B-PER)
A.(I-PER) Rick(E-PER) to(O) Los(B-LOC) Angeles(E-LOC).

3.2. Augmented

To create the augmented dataset, 38,000 sentences were sampled from the WMT news translation
corpus. Then, we use Spacy to annotate the corpus and create the augmented dataset which contains
11,000 PER, 6,000 LOC, 4,000 ORG and 6,000 OTH. Note that the “MISC" annotation of Spacy is similar
to the CAPITEL’s OTH, so it can be directly converted.

Table 1 shows the detail of two datasets employed in experiments, where the cap and aug represents
for the CAPITEL and the augmented set respectively. From the table we can see that the distribution
of each entity type for CAPITEL and augmented is different, which means the augmented set should
be used carefully to prevent from introducing such bias.

4. Experiment

Basically, our experiments are conducted under four settings:

• Cap Fine-tuning on all of the official training data.

• Aug Fine-tuning on all of the augmented training data.

• Mix Fine-tuning on the mixture of 10000 augmented data and all of the official data.

• Cascade Pre-training on the all of the augmented training data and fine-tuning on the official
set.
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Table 2
The table of the experimental results.

Cap Aug Mix Cascade

PER
P 93.90 79 93.44 94.83
R 95.55 84 94.24 95.45
F1 94.72 81 93.84 95.14

LOC
P 88.23 76 85.41 88.54
R 88.84 77 88.84 89.64
F1 88.53 77 87.09 89.08

ORG
P 83.02 68 82.17 84.49
R 86.82 78 84.27 86.59
F1 84.88 73 83.21 85.53

OTH
P 79.94 57 75.35 79.04
R 76.53 59 76.36 79.00
F1 78.20 58 75.85 79.02

Micro avg.
P 86.87 72 84.95 87.45
R 87.99 75 86.83 88.52
F1 87.43 74 85.88 87.99

Macro avg.
P 86.84 72 84.96 87.46
R 87.99 75 86.83 88.52
F1 87.39 73 85.88 87.99

The first experiment can be considered as a strong baseline, which shows that fine-tuning a PLM
with in-domain data is already able to achieve an acceptable performance.

The second experiment shows that fine-tuning solely on the augmented set could have a negative
impact on the performance. We consider that the distribution of each entity in the CAPITEL and
augmented data is different which could be a reason. Another reason might comes from the noise of
the annotation. Unlike some data augmentation method achieved by corrupting input features which
doesn’t introduce bias on the mapping of 𝑋 to 𝑌 , Spacy annotation is not the golden truth, we tried
to use the Spacy to tag the CAPITEL training set which achieves 51.18%, 72.03% 57.79%, 50.43% of
F1 score for the PER, LOC, ORG and the Macro respectively. This means the augmented data could
mislead the model to learn incorrect pattern, thus should be used carefully.

The third experiment aims to evaluate the performance of fine-tuning on the mixture of two set.
Unfortunately, same as the second experiment, the noise of the augmented data still brings negative
influence on the performance, although could be fixed to a certain extent by the correct pattern in the
official data, which means that the mixture paradigm only applies to high-quality augmented data.

Despite the performance was unexpected for the second experiment, we decided to continue ex-
periments fine-tuning the trained model with the CAPITEL training set. We can see that further fine-
tuning on the unbiased clean data successfully fix the biased estimation of the noisy augmented data,
at the same time, the performance improvement might comes from the more generalized knowledge
learned from the correct annotation of the augmented data.

5. Conclusion

In this paper, we present our work in the CAPITEL NER evaluation and investigate the method of
improving performance with transfer learning and data augmentation. We find that cascadingly fine-
tuning a pre-trained model on the augmented set and official set could significantly improve the
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performance. Our submission is based on this strategy and achieves the third place.
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