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Abstract—Currently, the field of application of voice 

information-control systems is being intensively expanded, for 

which recognition of speech commands (SC) is necessary. This 

recognition is very difficult in the presence of intense acoustic 

noise. We consider a method for recognizing noisy SCs by 

cross-correlation portraits (CCP), which is used for speaker-

dependent recognition from a limited vocabulary of 

commands. In this method, SCs are converted into CCPs, 

which are special images. The probability of correct 

recognition directly depends on the choice of command 

standards. The standards should accurately reflect the entire 

class of commands, for which the library of standards is 

optimized. The standards are stored as CCPs. Recognized SC 

is converted into CCP and the closest portrait is found from 

the set of standard portraits. In this case, a sufficiently 

accurate matching of the standard and the recognized SC 

portraits is required. For this, two methods are proposed: 

phonemic alignment and variation of the boundaries of SCs, 

given that its boundaries can be estimated ahead or delayed. 

The experiments showed that the proposed modernization of 

the algorithm significantly increases the probability of correct 

recognition.  
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I. INTRODUCTION 

At present, the management of many technical systems is 
impossible without the participation of a human operator, 
despite the significant success of robotization. In this case, it 
is desirable to facilitate the operator work using a voice 
information management systems (VIMS), in which it is 
possible to obtain information about the state of the system 
and manage it by SC. However, SC recognition is required 
for this. To date, many speech recognition systems have been 
developed that are used to enter information into a computer, 
control robots, etc. [1-7]. However, most of these systems are 
inoperative in the presence of noise. 

At the same time, there is a need for VIMS operating in 
conditions of very strong acoustic noise, for example, 
aviation, noisy production, etc. Installing VIMS in the 
cockpit can help reduce the workload of the pilot. Honeywell 
has tested the VIMS on its Embraer 170 aircraft (recognition 
accuracy of this VIMS is 90%) [8]. There are examples of 
VIMS using in military aircraft Eurofighter Typhoon. 
Lockheed Martin also developed the F-35 cab with speech 
recognition. Airbus Defense and Space considered adding a 
cockpit assistance system with voice recognition technology 
to its recently developed Sferion helicopter [9]. The 
TOUCH-FLIGHT 2 project is exploring the use of voice 
control as an alternative mode of interaction between pilots 
and cockpit avionics [10]. These programs are developed in 
English [11-17], which makes them impossible to use at 

Russian facilities, the pilots of which communicate in 
Russian. There are no open data on the using of Russian 
VIMS on aircraft. Thus, the problem of creating methods and 
algorithms for recognizing SC in the presence of strong 
interference remains relevant. 

Various features of speech signals are used in recognition 
algorithms: spectral analysis, wavelets, hidden Markov 
chains, cepstral analysis, artificial neural networks, etc. 
Typically, SC recognition systems in severe interference 
conditions work with a limited dictionary. Some standards of 
the SCs from this dictionary are constructed, and the 
recognized SC refers to the closest of these standards. In this 
paper, we consider the method for recognizing highly noisy 
SCs by cross-correlation portraits (CCPs). In this method, 
SCs are converted into CCPs, which are special images that 
reflect the acoustic features of the SCs [18-20]. This makes it 
possible to apply image processing methods to recognition of 
the SC. There is an extensive literature on image processing, 
for example, [21-25]. 

Standard SCs are stored in the computer memory in the 
form of CCPs (the standard CCPs). Recognized SC is also 
converted into CCP and the nearest to standard CCPs is 
located. The probability of correct recognition essentially 
depends on the choice of standard SCs. Therefore, the library 
of standards is to be optimized. Sufficiently accurate 
matching of the portraits of the standard and the recognized 
SC is required to find nearest standard CCP. For this, two 
methods of refining alignment are proposed: phonemic 
alignment and variation of the boundaries of the SC, given 
that its boundaries can be estimated ahead or delayed. The 
experiments showed that the proposed modernization of the 
method significantly increases the probability of correct 
recognition. 

II. RECOGNITION OF SPEECH COMMANDS BY THEIR 

AUTOCORRELATION AND CROSS-CORRELATION PORTRAITS 

The use of autocorrelation portraits (ACPs) was proposed 
in [18,19] for SCs recognizing on the background of strong 

noise. Let }...,{
21 N

xxxX   be SC, consisting of N values. 

The ACP of X is the two-dimensional array (image)  R . We 
divide X  into 1M  segments of the length 

)]1/([  MNL , where ][u  is the integer part of the 

number u . Each row of R  is a sequence of sample 

correlation coefficients ),( ktr  of the segment 

 
tLLtt

xxX ,...,
1)1( 

  and segments 

 
ktLkLtkt

xxX


 ,...,
1)1(,

 shifted by k  samples relative to 

X : 

mailto:kvrulstu@mail.ru


Image Processing and Earth Remote Sensing 

VI International Conference on "Information Technology and Nanotechnology" (ITNT-2020)  67 

))(
1

),(

1

0

)1()1( ktt

L

j

kjLtjLt

ktt

xx
L

ktr










  


,       (1) 

where Mt ,...,1 , Kk ,...,1 , 
t

 , 
kt 

  are the sample 

means, and 2

t
 , 2

kt 
  are sample variances of 

t
X  and 

kt
X

,
. Thus, the ACP is an KM   array (image) of the 

sample autocorrelation coefficients of one SC 

Fig. 1 shows the ACPs of once spoken SCs "Cab" 

(Cabina) and "Engine" (Dvigatel) and two pronunciations of 

"Air Conditioning" (Conditsioner) at different times. Note, 

that in this paper all SC are spoken in Russian. There are 

100M  rows and 50K  columns (i.e. shifts) in these 

ACPs. The range of correlation coefficient  1;1  is 

converted into the range of brightness  255;0  in Fig. 1. 

The image row reflects the change of the correlation 

between the values of the speech signal at shifts by 
Kk ,...,1  samples, that is, local correlations. The sequence 

of rows reflects the process of changing correlations with 

the time, for example, characterizes the sequence of 

phonemes. 

 

Fig. 1. Examples of autocorrelation portraits of speech commands: (a) 

“Cab”; (b) “Engine”; (c) “Air Conditioning 1”; (d) “Air Conditioning 2”. 

It turned out, that the ACPs are individual, resistant to 
noise and weakly sensitive to the pronunciation volume. The 
main advantage of ACPs for SCs recognizing is strong rows 
correlation, which makes it possible to use image processing 
methods for filtering, recognition, etc. The standards SCs are 
stored in the computer's memory as ACPs. Recognized SC is 
also converted into ACP.  This ACP refers to the nearest of 
the standard ACPs according to some metric. The distance 
between two ACPs is defined as the sum of the distances 
between the corresponding rows. Any metric can be used, 
which allows to determine the distance between two rows as 
vectors: Euclidean, squared, angle between the vectors, etc. 
When constructing the ACP, the SC is divided into 1M  
segments. Each segment contains some part of SC. Due to 
variability of the pronunciation rate, the same phonemes of 
SC can have different row numbers in ACPs of standard and 

recognized SC. As a result, the distance between these 
portraits will be distorted. Therefore, the matching of 
portraits rows should be made.  The dynamic programming 
algorithm was used for this matching according to the 
criterion of the minimum distance between the matching 
portraits 

However, there is a significant drawback: an ACP 
reflects the features of one SC pronunciation. This is 
noticeable in two portraits of the SC "Air Conditioning 1" 
and "Air Conditioning 2" in Fig. 1, built from the 
pronunciations obtained at different times. During this time, 
the voice timbre of the speaker, his health status, etc. could 
change significantly. The standards seemed to be “aging”, so 
the ACPs of the standard SCs and the portraits of the same 
recognized SC could vary significantly, which reduced the 
quality of recognition. Therefore, the standards need to be 
updated from time to time. 

More complete properties of SCs are presented in its 
CCPs, which are built using two pronunciations [20]. Let X  
and Y  be two pronunciations of the same SC by one speaker 
at different times. They are divided into the same number of 

1M  segments with lengths 
X

L  and 
Y
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Each CCP row is a sequence of sample correlation 
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where Mt ,...,1 , Kk ,...,1 , 
tX ,

 , 
ktY ,

  are sample 

means, and 2

,tX
 , 2

, ktY 
  are the  corresponding sample 

variances. Thus, CCP is the KM   array (image) of sample 

cross-correlation coefficients of two SCs X  and Y . If 

XY  , then CCP coincides with ACP. Fig. 2 shows the 

CCPs of SCs using two of their pronunciations with the 

number of split segments (i.e. rows) 100M  and the 

number of shifts (i.e. columns) 50K . It is noticeable that 

the CCPs of the various SCs are individual, which makes 

them a good basis for recognition. At the same time, they to 

a greater extent reflect the variability of pronunciation, as 

they are built from two pronunciations, which are advisable 

to take at different times. It is noticeable that the CCPs "Air 

Conditioning 1 + Air Conditioning 3" and "Air Conditioning 

2 + Air Conditioning 3" in Fig. 2 are less different than the 

portraits ACPs " Air Conditioning 1" and "Air Conditioning 

2" in Fig. 1. 

The standards SCs are stored in the computer's memory 

as CCPs. Recognized SC is also converted into CCP in pair 

with some pre-read pronunciation, for example, from the 

standards.  This CCP refers to the nearest of the standard 

CCPs according to some metric. The distance between two 

CCPs is defined as the sum of the distances between the 

corresponding rows, similar to the ACPs case.  

III. METHODS TO INCREASE THE PROBABILITY OF 

CORRECT COMMANDS RECOGNITION 

The described recognition method gives an almost 
absolute correct recognition in the noise absence. The 
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presence of strong noise significantly reduces it for a number 
of reasons. Let us consider some of the interfering factors 
and methods to reduce their influence. Some of these 
methods were applied to improve the recognition of SCs by 
their ACPs [18,19,26,27]. 

 

Fig. 2. Examples of cross-correlation portraits of speech commands: (a) 

“Cab 1 + Cab 2”; (b) “Engine 1 + Engine 2”; (c) “Air Conditioning 1 + Air 
Conditioning 2”; (d) “Air Conditioning 2 + Air Conditioning 3”. 

The varying of the recognized SC boundaries. To 
compare the standards with the recognized command P , 
first of all, it is necessary to determine its beginning (start) 
and ending (end). At the same time, due to strong noise, 
errors are inevitable: advancing or delaying. It is especially 
difficult to find the ending of an SC, as it is usually 
pronounced quieter than the beginning. To mitigate the 
influence of these errors, trial additions and deletions of t  

samples of the signal at the estimated boundaries were 
applied. The value of the parameter t  was chosen 

empirically, taking into account the fact that too large a value 
of it can change the command itself. In the process of 

recognition, the command 
),( endstart

P  is converted into 9 

commands: 
),( endstart

P , 
),( endtstart

P


, 
),( endtstart

P
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, where “start” and “end” are the estimated 

bounds of the command. For each of the 9 received variants 
of the command, its own CCP is built. The variant that has 
the smallest distance to the standard CCPs is taken as the true 
CCP of the recognized SC. 

The CCPs width optimization. The width of the CCP 
(the number of columns in the portrait)  K  is chosen 
empirically. However, as the practice has shown, the optimal 
value of the parameter K  depends on the length of the SC. 
Therefore, all dictionary commands were divided into groups 
of approximately the same length, and each group used its 
own value of this parameter. 

The phonemes matching. When building CCPs, the SCs 
are divided into 1M segments. Each segment contains 
some part of a phoneme. Due to the variability of the 
pronunciation rate, the segments of CCPs can begin with 

different phonemes, so the correlation coefficient can have a 
“false” value and the CCP will be distorted. To avoid this 
distortion, the dynamic phonemes matching algorithm was 
used. As a result, the beginning of the segment of one SC is 
shifted so that this segment is maximally correlated with the 
segment of the second SC. 

Optimization of the standards library. The quality of 
recognition directly depends on how well the standard CCPs 
present features of pronouncing commands. In this regard, an 
additional problem arises of choosing the "best" standards. 
To do this, first, several standards of each command are built 
and directional was applied to achieve the best library of the 
standard CCPs [26]. To perform this operation, it is desirable 
to have a large number of recognized pronunciations SC, 
which requires a large time expenditure of speakers. In 
[25,28], the methods for obtaining realizations of 
quasiperiodic processes in the form of autoregressive models 
of cylindrical images are described. Phonemes of speech 
signals are also quasiperiodic processes, which made it 
possible to simulate many variants of pronouncing the SC 
even from one of its real pronunciations by a speaker. 

The noise adding to the standards. The standards are 

usually built in advance by pronunciations in the absence of 

noise. The recognized SC contains significant noise, 

therefore, its CCP inevitably differs from the standard 

CCPs. Therefore, the distances between the CCPs are 

distorted and the quality of recognition is reduced. To 

correct the distances, the noise addition to the standard SCs 

was applied before their conversion into CCPs. In this case, 

the noise for the standards came from an additional 

microphone far from the operator’s mouth while 

pronouncing the recognized SC, which ensured the 

similarity of the noise characteristics in the compared CCPs. 

The disadvantage of this method is the calculation of all 

noisy standards for each incoming recognized SC. 

IV. THE RESULTS OF THE EXPERIMENTS 

The following experiment was conducted to assess the 

significance of the considered methods of the correct 

recognition probability increasing. There was a dictionary 

consisting of 41 SCs on aviation topics. The dictionary was 

divided into 4 groups, containing 10, 5, 8, and 19 SCs, 

respectively. Each SC was pronounced 30 times (in total 

1230 SCs participated in recognition). The SCs were 

additively noisy with the noise of an aircraft engine with a 

signal-to-noise ratio of 4. When constructing the CCPs, the 

first two pronunciations were chosen as standard ones. As a 

result of recognition (without applying the methods 

described above) 158 SCs were not recognized. Using the 

methods described above, 67 of the unrecognized SC were 

recognized. At the same time, the SCs recognized correctly 

in the first case were also recognized by the improved 

method. As a result, the probability of correct recognition 

increased from 87% to 93% (significance was tested by 

Student's criterion with a significance level of 0.05). 

V. CONCLUSIONS 

The paper proposes the use of the conversion of the SCs 

into CCPs for commands recognition on the background of 

strong noise. The CCP of two SCs is two-dimensional 

images, rows of which consist of cross-correlation 

coefficients between these SCs. The use of two 
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pronunciations in the CCP allows you to take into account 

the variability of pronunciations. The standard CCP is 

constructed for each SC. Recognition is carried out by 

comparing the CCP of the recognized SC with the standard 

CCPs. The performed experiments showed that the use of 

several modifications of this method significantly increases 

the probability of correct recognition. 
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