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Abstract—The paper researches the block method based on 

stochastic adaptation, which is used to estimate the 

deformation field of the image sequence. The similarity model 

was selected as the deformation model. The method was 

implemented for two target functions: the mean square inter-

frame difference and the inter-frame correlation coefficient. 

The result of the proposed method was compared with the 

Motion Vector Field Adaptive Search Technique. The 

proposed method has a high noise resistance and allows one to 

reduce the influence of global inter-frame geometric changes. 

Keywords—stochastic adaptation, mean square difference, 

correlation coefficient, image sequence, block method, 
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I. INTRODUCTION 

Detection of the area of a moving object is usually used 
in machine vision systems for highlighting the areas of 
interest in images and subsequent analysis improvement. The 
task of detecting a moving object for complex cases has not 
yet received a general solution. The complexity of this task is 
caused by the possibility of various dynamic changes in the 
scene (smooth, sharp or local changes in lighting conditions, 
weather changes, repetitive movement, etc.). A more 
complex case can be observed when the background is 
similar to a moving object. Therefore, the development of 
algorithms analyzing scene movement in difficult conditions 
remains a relevant subject. 

The task of detecting the area of a moving object is 
considered as the task of dividing image pixels into two 
groups: background and foreground, where the foreground is 
the moving object. The foreground may consist of one or 
several objects. In both cases, the foreground objects must be 
detected, and if there are several objects, the moving objects 
must also be separated from each other.  

As with many other image processing tasks, moving 
object detection can be implemented in both spatial and 
frequency domains.  

In the frequency domain, most of the moving object 
detection methods are based on wavelet transformations [1] 
and low order fractional statistics [2]. Background changes 
have less effect on the result of the moving object area 
detection in the frequency domain than in the spatial domain. 
But with this approach, problems with shadows appear [3]. 

Methods in the frequency domain have high computational 
complexity, so in practice, they are used much less often than 
methods of the spatial domain. 

There are different approaches to detect the area of a 
moving object in the spatial domain: methods based on inter-
frame difference estimation[4, 5], background subtraction [4, 
6], statistical [5, 7], block method [8], optical flow analysis 
[9, 10]. In this paper, we develop an algorithm based on a 
block method. 

II. PROBLEM STATEMENT  

Most methods for the deformation field H  estimation 
use inter-frame image processing. In this case, the image of a 
moving object can be represented as some region or regions 
of the current image having inter-frame geometric changes 
(IGC). Thus dividing the image into nonoverlapping areas 
(blocks) and estimation their inter-frame deformation 
parameters, the deformation field H  will be obtained. The 
obtained field is used to determine image blocks that 
correspond to a moving object, e.g. by using a threshold. 
This approach corresponds to the general principle of block 
methods for detecting motion [11], which are based on 
finding the corresponding location of blocks of the current 
(deformed) frame on the previous (reference) frame. To do 
this, the current frame tZ  of the image sequence is divided 

into many nonoverlapping blocks jiB , , where ji ,  is the 

block center coordinates. The size of blocks is selected based 
on the size of objects whose movement needs to be detected. 

The solution comes down to finding the motion vector jih ,  

of each block jiB ,  on frame 1tZ . 
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where O  – is the search area,  jivjiQ ,,,  – is the target 

function of matching blocks of the current and the previous 

frames. By assigning the shift jih ,  to the nodes of the 

reference grid included in block jiB , , we obtain the 

deformation field  jih ,H  for the deformed image and the 

reference image. This approach provides high efficiency at a 
relatively low computational complexity [8, 11]. 
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Block methods assume static background on which 
moving objects are to be detected. In practice, consecutive 
frames can have global mutual spatial deformations, e.g. due 
to camera movements. In this case the algorithm based on 
the block method will detect motion in almost the entire 
frame. To solve this problem, a more complex models for 

determining the location of blocks jiB ,  such as similarity 

model [12] can be chosen. This models include the following 

parameters Ttt h ),,(1,   : shift along the basic axes 

Tyx hhh ),( , rotation angle   and scale  . The paper 

proposes to estimate the location of blocks jiB ,  by stochastic 

adaptation procedure [13] to find the parameters of 1, tt . 

The algorithm is resistant to impulse noise and requires small 
computational cost which is virtually independent of block 
sizes. Block sizes are usually significantly smaller than the 
size of the object to be detected. 

III. ALGORITHM DECRIPTION 

For each block jiB ,  of the reference frame, the stochastic 

block method proposes a recurring finding of estimation 

parameters (vector 1,

,

tt

ji ) position on the deformed frame in 

accordance with the procedure [13]: 
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where   – stochastic gradient of the target function  J ; 

nΛ  –the array of learning rate; nZ  – a local sample, it used 

to find   at the  iteration, 1,0  Nn ; N  – the number of 

iterations. Note that a local sample nZ  is independently 

selected for each estimation iteration. 

The method was implemented for two most common 
target functions: the mean square inter-frame difference 
(MSID) and the inter-frame correlation coefficient [14]. 
When using MSID for the stochastic gradient at the n-th 
iteration, we obtain [15]: 
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where  ll yx ,  – coordinates on image tZ ;  ll ji ,  – 

coordinates on image 1tZ ; t
ylxl

z
,

~  is the brightness of the 

oversampling image tZ  taking into account the estimates 

 

1,

1,

ˆ 



tt

nji
 , obtained in the previous iteration; yx  ,  the steps 

of finding derivatives xz t
ylxl


,

~  and yz t

ylxl


,

~  using the 

finite difference [14],   is local sample size nZ . Partial 

derivatives x  and y  are found analytically.  

When inter-frame correlation coefficient is used as the 
target function, then the expression of the stochastic gradient 
on the n-th iteration takes the form: 
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The method based on MSID requires less computational 
costs and can work already with the local sample size 1 , 

which allows it to be implemented in pixel-by-pixel 
processing. Therefore, in the proposed method, the choice of 
MSID as the main target function is appropriate. 

If the similarity model is used as a model for geometric 
deformations of the reference and deformed frame, then the 

derivatives ix   and iy   will be defined by 

expressions: 

 1 xhx ,  

 0 yhx ,  

      sincos olol ybxax  ,  

      cossin olol ybxax  ,  

 0 xhy ,  

 1 yhy ,  

      cossin olol ybxay  ,  

      sincos olol ybxay  ,  

where ),( oo yx  - coordinates of the rotation center. 

Usually to represent deformation field, every reference 

pixel coordinates ),( yx  is set in accordance with the shift 

vector Tyx hhh ),( . To obtain such deformation field 

representation, the estimates of the deformation parameters 

ji ,̂  must be recalculated using the accepted deformation 

model. In particular, for the similarity model, we get: 

         1111,
ˆˆsinˆcosˆˆ

  nxnononoxji hyjxixh  , (5) 

         1111,
ˆˆcosˆsinˆˆ

  nynononoyji hyjxiyh  . (6) 

The algorithm can be described simplified way as 
follows. For neighboring frames that do not have mutual 
global IGC, parameter estimates of blocks without motion 
will remain close to zero in contrast to blocks with motion, 
whose parameter estimates will converge to some nonzero 
values (for a scale 1 ). Described rule is a criterion for 
assigning a block to motion. If neighboring frames have 
mutual global IGC, then the estimates of the deformation 
parameters of all blocks will be different from zero. In this 
case, the blocks corresponding to the moving object will 
form compact clusters. Blocks with global deformations are 
located throughout the frame, which is used as a criterion for 
determining global deformations [16]. The deformation 
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parameters of moving objects are determined by subtracting 
the global deformations. 

IV. EXPERIMENTAL RESULTS 

Fig. 1 shows an example of two consecutive frames of 

the image sequence tZ , which was obtained with a 
microscope at a magnification of 400 times. On this figure, 
you can see two unicellular Sonderia organisms. An 
organism that is completely in the frame is in motion. Motion 
parameters can be written by using the similarity model: 

Th )1.2,6.3(  , 3 , 1 . And the second organism is 

almost motionless. At the same time frames have global IGC 

with parameters: Th )2.2,1(  , 1 , 01.1 . Also for 

a complex case, unbiased additive Gaussian noise with a 
signal/noise ratio of 14 dB was added to the images. 

 

Fig. 1. An example of an image sequence. 

Fig. 2 shows the comparative results of the inter-frame 
difference algorithms Fig. 2(a), background subtraction Fig. 
2(b) and the proposed stochastic block method Fig. 2(c). For 
ease of comparison, each image has an organism contour. 

 

Fig. 2. The result of motion detection by different algorithms. 

Fig. 2 shows that the inter-frame difference and 
background subtraction algorithms define the second 
organism in motion, due to global geometric changes in 
consecutive frames. These two algorithms detect an area of a 
moving object with a large number of gaps, especially in 
low-contrast places where there is a small gradient of image 
brightness. The proposed stochastic block method highlights 
a region of motion with almost no gaps. The gaps can only 
correspond to blocks in which most of the pixels relate to the 
background and only some of them relate to a moving object. 

 

Fig. 3. Example of an image sequence with a moving object. 

As already noted, the proposed method also works for 
pixel-by-pixel estimation of the deformation field. In this 
case, each element of the deformation field contains 

information about the direction and magnitude of the pixel 
shift in the reference image relative to its position on the 
deformed image. For example, Fig. 3 shows two consecutive 
frames of an image sequence in which the car in the center is 
moving and the car on the right is stationary. At the same 
time images of a moving car have the following parameters 

of inter-frame spatial shift: 3xh , 95.2yh . 

The results of estimating the deformation field using the 
proposed method in comparison with the results obtained 
using a well-known blocks method named Motion Vector 
Field Adaptive Search Technique (MVFAST) [17] are 
shown below. MVFAST also allows pixel-by-pixel estimate 

of the deformation field. In this case, the estimates   xjih ,
ˆ , 

  yjih ,
ˆ  are recalculated into the vector module and its angle: 

        
2

,

2

,
ˆˆ

yjixji hhh  , (7) 

       yjixji hharctgh ,,
ˆˆ . (8) 

Fig. 4 shows typical shift estimations of image pixels 
corresponding to the nodes for one row of the reference 
image. Here Fig. 4(a) corresponds to the application of 
MVFAST method, Fig. 4(b) to the proposed method. For 
MVFAST method in contrast to the proposed one, you can 
see the errors on the borders of the object image and in the 
areas inside. Gaps inside the object occur in low-contrast 
areas. The proposed method due to the inertia of changes in 
the estimates does not have this disadvantage. 

 
Fig. 4. Example of shift estimates for row. 

 
Fig. 5. Deformation field visualization. 

Table 1 shows the estimation for the expected value m̂  

and variance D̂  for both the row and the entire image. Also, 
the table shows that the estimation expected value of the 
MVFAST method for the motion area are several times 
greater (about 5 times for a row, 8 times for an image) than 
for the proposed method. The variance estimation for the 
motion area in the MVFAST method is many times greater 
than the variance of the proposed method. For a motionless 
area, the MVFAST method shows slightly better results for 
the entire image in the absence of noise. Deformation field 
estimates for the entire image are shown in Fig. 5: Fig. 5(a) 
when using the MVFAST method, Fig. 5(b) the proposed 
method. The Fig.5 shows significant errors in the MVFAST 

   
(a)                              (b)                               (c) 

    

   

   
(a)                                   (b) 

   
(a)                                        (b) 
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method at the boundaries of the object, as well as in low-
contrast areas within the object. 

TABLE I.  THE ESTIMATION ERRORS OF SHIFT VECTORS 

Algorithm 

Motion 

area 

Motionless 

area 

m̂  D̂  m̂  D̂  
One line processing results 

Proposed algorithm 0.01 26 0.02 3 

MVFAST 0.05 2530 0.01 1 

Average results of the entire image 

Proposed algorithm 0.01 140 0.09 4 

MVFAST 0.08 1860 0.02 5 

V. CONCLUSION 

The developed method, based on identificationless 
stochastic adaptation, has high noise immunity and allows 
one to get rid of the influence of global IGC, as well as to 
remove small moving objects that are not of interest. In this 
paper, such objects were small organisms and particles, in 
other situations it can be rain, snow, falling leaves, etc. The 
detection of small objects is realized by reducing the size of 
blocks, up to one pixel. 
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