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Abstract— Machine learning algorithms have been 

designed such that they focus more on attaining high accuracy 

levels and as such they tend to misclassify instances that belong 

to the minority class which are often the instances of interest. In 

big data analytics, the issue of handling class imbalance has 

been understudied and this is mainly attributed to the problems 

of small disjuncts of an imbalanced dataset.  This study proposes 

a stacked ensemble model  based on RUSBoost and cost sensitive 

convolution neural network for tackling class imbalance issues 

in big data analytics, The RUSBoost algorithm  handles the 

class imbalance at the data level by intelligently and randomly 

removing samples from the majority class while   the cost-

sensitive convolutional neural network handles the imbalance 

at the algorithm level by enabling the convolutional algorithm 

automatically learn the cost during the training period. The 

ImageNet and WHOI-Plankton datasets were used to evaluate 

the proposed model as they met the imbalance ration standard 

set of 100:1 in addition to containing more than 100,000 

records. The results posted showed the proposed stacked 

ensemble model outperformed existing ensemble techniques 

such as the SMOTEBoost and AdaBoost which were seen to 

immensely improve on the classification performance given an 

imbalanced dataset. The recall, precision and gmean value 

posted by the proposed algorithm were 80.2%, 95% and 

87.3%respectively. Therefore the proposed model is seen as a 

better, faster and less complex alternative for handling class 

imbalance in big dataset. 
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I. INTRODUCTION 

Big data, a term with no formal definition is commonly 
characterized with 5 V’s. that is, velocity, volume, veracity, 
variety and value whereby the volume and variety 
characteristics are coined from the aspect that big data 
involves massive amount of various structured, semi-
structure and unstructured data while the velocity 
characteristic implies that the data is collected with a very 
high rate. The veracity characteristic is used to indicate the 
quality of the data collected while the value characteristic 
explains whether the data collected is of importance, 
depending on the problem [1]. With the availability of these 
massive data, most organizations aim at analyzing the data 
so as to identify hidden patterns and insights that may not 
be easily identified by a human, for making informed 
decisions and support their strategies. 

In data analytics, deep learning methods have gained 
greater attention as compared to other machine learning 
(ML) classification algorithms they have been associated 

with improved performance levels especially on domains 
that involve complex datasets [2]. This has mainly been 
attributed to factors such as availability of hardware and 
software components, availability of data, improvements of 
the algorithms that help to speed up the time taken to train a 
model and generalize new data. Despite these 
advancements, [3]states that these deep learning algorithms 
have been seen to perform poorly given an imbalanced 
dataset whereby the samples from the majority class are 
seen to dominate the gradient value which updates the 
overall model’s weight and as a result, the errors from the 
majority class are reduced while error obtained from the 
minority class are increased leading to a slow convergence 
of the network.   

Class imbalance, a problem common to classification 
algorithms, results from having fewer samples from the 
minority group as compared to the sample  amount retrieved 
from the majority group in the same dataset [4]. The 
underlying assumption of both DL and  ML classification 
algorithms is that the  classes, present in a dataset, have been 
represented in almost equal proportions [5]. 

Nonetheless, this is contrary to what happens in real 
world scenarios whereby the aspect being measured is often 
less represented as compared to its counterpart. Depending 
on factors such as the imbalance ratio, complexity of the 
concept represented, classifier involved and overall size of 
training set, the degree of class imbalance is seen to vary 
from minor to severe class imbalance and class rarity[6]. 

Currently, techniques identified for dealing will class 
imbalance issues can be broadly classified into data-level, 
algorithm level and hybrid techniques [7]. Data level 
techniques for handling class imbalance have been designed 
such that they eliminate the class imbalance in the training 
dataset either through random under-sampling(RUS) that 
involves removing samples randomly from the majority 
class or through random over-sampling(ROS) that involves 
a process of randomly duplicating values from the minority 
class. The  algorithm level techniques aim at modifying the 
algorithm such that it will not be biased towards the majority 
class instances while the hybrid techniques ,which are also 
referred to as ensemble techniques, combine both data level 
and algorithm modification techniques [3].  

[4] did a survey paper that aimed at summarizing the 
research works conducted from 2010 to 2018 to address the 
issue of class imbalance in big data. To ensure they only 
considered works that involved big data only, they selected 
works that utilized datasets consisting of a minimum of 
100,000 records.
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From their work it was noted that there exists very little 
work on class imbalance when dealing with big data. 
Additionally, tackling the issues of class imbalance on the 
data-level, the ROS gives better performance but this is 
exclusively on smaller datasets as using this technique on a 
large dataset may result to generating a very huge amount 
of dataset that may lead to an increase in the training time 
thus lowering efficiency. For big data analytics, they 
suggested use of RUS which is assumed will perform better 
by removing noise and redundant samples from the dataset. 
Additionally, the algorithm level techniques that were 
identified included the mean false error(MFE) loss and 
mean squared false error(MSFE) proposed by [8] , focal 
loss[9] that aims at reducing the impact samples that are 
easily classified have on the loss of the classifier and use of 
a cost-sensitive convolutional neural network (CNN) [10] 
that is capable of learning the weights and cost during the 
training process. Of the identified algorithm level 
techniques, the cost-sensitive CNN and focal loss technique 
have been seen to generalize and adapt to various domains 
that involve complex datasets as they are not dependent on 
the knowledge of a specific domain. Ensemble algorithms 
such as AdaBoost[11], UnderBagging[12], RUSBoost[13], 
SmoteBoost[14], and overbagging[15] were identified. Of 
these algorithms, the SmoteBoost, RUSBoost and 
Underbagging were seen to post high performance levels. 
Additionally the RUSBoost was seen to have more 
superiority in terms of performance and being the least 
complex algorithm. Despite the great performance levels 
being posted by the ensemble, it was noted that there still 
exists a problem of cost definition. 

To handle the class imbalance problem in big data 
analytics, this study proposes an ensemble technique based 
on RUSBoost and cost-sensitive CNN. Using this approach, 
it is expected that the deep learning algorithm will be able 
to perform better even with an imbalanced dataset and the 
cost associated with the training process will be 
automatically defined.  

 

II. RELATED WORKS 

[16] did an analysis on data level techniques for 
handling class imbalance in big data analytics, that is, the 
ROS, RUS and SMOTE in the MapReduce framework and 
the impact these techniques have when evaluated using 
decision trees(DT) and random forest(RF) in Spark and 
Hadoop.  To train the model, the evolutionary computation 
for big data and big learning competition (ECBDL14) 
dataset was used. To further evaluate the impact on these 
techniques given different number of maps in a MapReduce 
environment, 1,8,16, 32 and 64 maps over both Spark and 
Hadoop were evaluated. The results obtained showed that 
SMOTE and RF performed better than SMOTE and DT. 
Also it was observed that the RUS and ROS performed 
better than SMOTE in the big data scenario and that the 
performance level obtained greatly depended on the 
behavior of the classifier used. To sum it up, it was 
concluded that the ROS performed independent of the 
number of maps being used while the data distribution was 
greatly affected when the RUS was applied on different 
partitions. As a result, increasing the number of partitions 
was seen to have severe effect for the RUS and this was 
mainly attributed to the lack of data. 

[17] Described a Random over Sampling and 
Evolutionary Feature Weighting for Random Forest 
(ROSEFW-RF) which won the ECBDL14 big data 
challenge held for the big data challenge in bioinformatics 
domain. The ROSEFW-RF technique, based on 
MapReduce environment was used to tackle the class 
imbalance problem using random oversampling then the 
evolutionary feature weighting was used to identify relevant 
features which were then selected using a threshold. A RF 
model was then trained using the preprocessed dataset. To 
evaluate the performance measure of the ROSEFW-RF, 
64,192 and 256 mappers were used with 100 trees defined 
for the RF model. They further did an experiment of using 
RF classifier with a dataset that used 100% oversampling 
ratio. The results obtained during this first experiment 
showed that a very low true positive rate (TPR) was 
obtained and compared to the true negative rate (TNR) and 
that this difference tends to increase with a decrease in the 
number of mappers used. Experiments done using the 
ROSEFW-RF showed that this technique outperformed 
other strategies in the competition and was capable of 
balancing the TNR and TPR which had been a considered 
to be a difficult task during the competition.  For future 
research, they proposed analysis of the effects of the number 
of maps and other classifiers in addition to utilizing a 
strategy that would combine over sampling and under 
sampling or even use of instance reduction techniques for 
handling the class imbalance challenge on big data 
analytics. 

In [18] the authors proposed a supervised technique that 
would handle the class imbalance between nonortholog and 
ortholog classes observed on ortholog detection in different 
yeast species. The proposed methodology was structured 
such that it involved three steps that involved calculation of 
the different gene pair features that were supposed to be 
combined, building the ML classifier and classification of 
the obtained gene pair features. The proposed technique was 
then compared using various proposed models such as the 
RF for Big Data with Cost-Sensitive (RF-BDCS) described 
in [19],the Random Oversampling with RF for Big 
Data(ROS+RF-BD) described in [20] and the Support 
Vector Machines for Big Data(SVM-BD) in the Apache 
Spark environment. During the experiment, the authors 
selected datasets with various genome yeast pairs, that is: 
Saccharomyces-Klutveromyces lactis, Saccharomyces 
cerevisiae-Candida glabrata and Saccharomyces cerevisiae-
Schizosaccharomyces pombe. To evaluate the performance 
measure, the true positive rate (TPR), true negative rate 
(TNR), the area under curve (AUC) and G-Mean 
performance metrics were used. The results obtained 
indicated that the proposed supervised technique for gene 
pairwise feature combination gave the best for pairwise 
ortholog detection in big data scenarios. Additionally, using 
ROS with the SVM-BD classifier gave better results as 
compared to the other tested techniques. For future works, 
they recommended use of new gene pair features for the 
supervised algorithm for pairwise ortholog detection. 

III. PROPOSED METHOD 

A. Dataset Description 

[21] Defined class imbalance in data as data having an 
imbalance ratio between the ranges of 100:1 to 
10000:1.Consequetly,to train and evaluate the proposed 
model, datasets with a class imbalance ratio of 100:1 and 
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above were considered in this study. Additionally, to 
incorporate the big data aspect, the WHOI-Plankton[22] 
and ImageNet[23] datasets with a minimum of 100,000 
records, as described in in table 1, were obtained.  

Table 1: Datasets Description 

Dataset Number 
of 
Records 

Max 
class size 

Min 
class 
size 

Imbalance 
Ratio 

WHOI-
Plankton 

3.4 
million 

2,300,00
0 

<3500 657:1 

ImageNe
t 

2 
million 

5000 1 5000:1 

  

B. Experiments 

The obtained dataset was partitioned to training and test 
dataset using k-cross fold validation whereby k=10. Nine 
(9) folds were used to train the model while the other one 
fold was used to test the performance of the model. 

To harness the computational power and great 
performance of RUSBoost as reported by [24] and address 
the issue of cost definition in convolutional neural networks 
while handling datasets with class imbalance, this study 
proposes a stacked ensemble based on the RUSBoost and a 
cost-sensitive CNN. The RUSBoost was used to sample the 
dataset at the data level by under sampling instances from 
the majority class and the obtained result fed to the cost-
sensitive CNN for classification as illustrated in figure 1. 

The residual network (ResNet) architecture for training 
deep neural networks was used to develop the proposed 
model. The decision to adopt the ResNet architecture was 
motivated by the high level of performance reported when 
using the ResNet architecture for deep neural networks as a 
result of its skip connections [25]. 

 

Fig 1: The RUSBoost, Cost Sensitive CNN Stacked Ensemble Model 

To enable the CNN automatically determine the cost 
associated with each misclassification, an additional cost 
layer was added to manipulate the output of the 

convolutional layer before it is fed to the softmax layer for 
classification. The cost layer was designed such that it was 
capable of automatically updating the cost matrix in 
equation (1) using an empirical risk value illustrated in 
equation (2). 

 

𝐶 = {
𝐶𝑝,𝑞 = 1, 𝑝 = 𝑞

𝐶𝑝,𝑞 = 𝐼𝑅, 𝑝 ≠ 𝑞
                                (1) 

 

Ȓ1 (𝑜) =  
1

𝑛
∑ 1(𝐶, 𝑑(𝑖) 𝑛

𝑖+1 , 𝑂(𝑖))                (2) 

 

Where: R1 (o) is the empirical risk.  

  Y is the class labels while n is the total number of 
instances in the dataset. 

 C is the cost matrix whereby the cost value is set as an 
imbalanced ratio (IR) when the class predicted q matches 
the actual class p 

The o(i) is the predicted output while the desired output 
is represented by d(i) . 

The RUSBoost was implemented such that the instances 
from the majority class are under sampled using an 
intelligent random under sampling technique as illustrated 
in the table 2 which gives the RUSBoost algorithm.  

C. Performance Evaluation 

To evaluate the performance measure of the developed 
ensemble model, a confusion matrix shown in table 3, was 
used to show the true positive, true negative, false positive 
and false negative values. These values from the confusion 
matrix were then used to calculate the precision, recall and 
geometric mean of the true negative rate (TNR) and the true 
positive rate (TPR) metrics as shown in equation(3),(4) and 
(5) respectively for evaluation of the proposed model. 
According [24] to the accuracy level is not a favorable 
performance evaluation metric in an imbalanced data as it 
is not sensitive to class imbalance hence might give 
misleading results. Consequently it was not considered in 
this study. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
            (3) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                  (4) 

 

𝐺𝑚𝑒𝑎𝑛 = √
𝑇𝑃

𝑇𝑃+𝐹𝑁
 ∗

𝐹𝑃

𝑇𝑁+𝐹𝑃
            (5) 
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TABLE 2: RUSBoost Algorithm 

Algorithm RUSBoost 
Given :  Aset of S values (x1,y1)….(xn,yn) with a 
minority class of yt ϵ Y for a binary clas |Y| = 2 
Weak learner, WL 
Number of Iterations, T 
Desired percentage represantation of the minority 
class, N 

1. Initialize all wi=eights to 1/m for all instances 
; D1(i) = 1/m for all i 

2. Repeat for t = 1,2,3,… T 
a. Create temporary training set S`t 

with a D`t distribution using random 
undersampling 

b. Call WL with S`t dataset with their 
D`t weights 

c. Get back a hypothesis ht  : X*Y -> 
[0,1] 

d. Calculate the pseudo-loss ( for S and 
Dt) 

                      

 є𝑡 = ∑ 𝐷𝑡(𝑖)(1 − ℎ𝑡(𝑥𝑖 , 𝑦𝑖)ℎ𝑡(𝑥𝑖 , 𝑦))

(𝑖,𝑦):𝑦𝑖≠𝑦

 

 
e. Calculate the weight update 

parameter : 

𝛼𝑡 =
є𝑡

1 − є𝑡

 

f. Update Dt: 

                  𝐷𝑡+1(𝑖) = 𝐷𝑡(𝑖)𝛼𝑡

1

2
(1+ℎ𝑡(𝑥𝑖,𝑦𝑖)−ℎ𝑡(𝑥𝑖,𝑦:𝑦≠𝑦𝑖))

 

 
g. Normalize Dt+1 : Let   

𝑍𝑡 = ∑ 𝐷𝑡+1(𝑖)

𝑖

 

 

                                   𝐷𝑡+1(𝑖) =
𝐷𝑡+1(𝑖)

𝑍𝑡
       

      
      3.  Output the final hypothesis 

𝐻(𝑥) = argmax
𝑦⋲𝑌

∑ ℎ𝑡(𝑥, 𝑦) log
1

𝛼𝑡

𝑇

𝑡=1

 

 

 

TABLE 3: CONFUSION MATRIX 

 Actual 

Positive Negative 

p
re

d
ic

te
d
 Positive True 

Positive (TP) 
False Positive 

(FP) 

Negative False 
Negative (FN) 

True 
Negative  (TN) 

 

IV. RESULTS AND DISCUSSION 

To validate the results of the proposed model, we 
compared its results to the results posted when RUSBoost 
is used only and also in instances the CNN model is used 
without considering the cost layer. The results obtained by 

each instance are as summarized in table 4.This  proposed 
ensemble approach is seen to improve on the performance 
levels posted as compared to when the RUSBoost algorithm 
and CNN are used separately. Additionally, adding the cost 
layer in the convolutional neural network is seen to achieve 
the goal of enabling the classifier to automatically learn the 
cost during the training process and as a result improve on 
the performance level of the model. 

 

TABLE 4: COMPARISON OF OBTAINED RESULTS 

Algorithm Recall  

(%) 

Precision 
(%) 

Gmean(%) 

RUSBoost 70.25 92.5 80.6 

CNN 52.32 81.03 65.12 

RUSBoost + 
cost-sensitive 
CNN 

80.2(%) 95 87.3 

 

To further  validate the proposed model, the average 
performance of the proposed model was compared to the 
results of the SmoteBoost and  AdaBoost ensemble models 
which have been seen to improve on the classification 
performance given an imbalanced dataset[24] at the 
significance value of  α = 5%.The obtained results showed 
that the ensemble based approach proposed in this work 
produced better results at α = 5% with an average 
performance of 89.95%  against 88.16%  and 85.98% of the 
SMOTEBoost and AdaBoost ensembles respectively. 

The overall performance of the stacked ensemble based 
on RUSBoost and cost sensitive CNN is seen to be 
significantly better as compared to the models evaluated in 
this study. 

Combining the RUS with boosting has been reported to 
overcome the poor performance posted by the RUS 
algorithm for handling class imbalance at the data level[26]. 
Additionally, evaluation the RUSBoost in our work has 
shown that this technique provides a much simpler, less 
complex and faster way of handling class imbalance at the 
data level. 

The empirical risk calculated in the cost layer was also 
seen to be much easier for the process of automatically 
updating the cost matrix during the training process 
whereby the algorithm was tasked with calculating the risk 
of misclassification given a loss function rather than 
calculating the posterior probability given a 
misclassification. Therefore, the algorithm was capable of 
automatically updating the cost matrix as a result the 
classifier was capable of minimizing the errors as a result of 
misclassifications. 

 

V. CONCLUSION 

Traditional machine learning algorithms have been built 
such that they concentrate more on improving the accuracy 
of the prediction model and as a result samples from the 
majority class contribute more information than samples 
from the minority group thus leading to higher false 



5 
 

positives and false negatives. According to the literature 
reviewed, there exists limited studies that focus on class 
imbalance in big data analytics. Consequently, it has been 
suggested various techniques for handling class imbalance 
in traditional machine learning algorithms can be extend to 
big data analytics using deep learning techniques. In this 
work an ensemble model based on RUSBoost and cost-
sensitive CNN for handling class imbalance issue in 
datasets is proposed. The performance measure of the 
proposed model was compared with the performance posted 
when using RUS with CNN and RUSBoost with cost 
sensitive CNN. 

According to the obtained results, the ensemble model 
based on RUSBoost and a cost sensitive CNN model has 
proved superiority in terms of performance measure as 
compared to the using the RUSBoost . As a result, this 
technique can be adopted to a variety of big-data analytics 
applications for handling imbalanced datasets with a CNN 
classifier.  

For future works, we recommend evaluation of the 
proposed model on the different big data analytics platforms 
such as Hadoop and Apache Spark so as to evaluate if it is 
independent of the big data platform used. 
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