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Abstract—We introduce a special image descriptor that is well
suited for classification of images containing various inscriptions.
In order to demonstrate effectiveness of the proposed solution we
provide evaluation of a system based on the introduced descriptor
on commercial building facade photographs grouping problem
according to the type of services provided. Our system achieved
state of the art performance (0.28 in averaged F1) over classical
CNN-based methods and a composite baseline.

Index Terms—image descriptor, image classification, signboard
recognition, visual characteristics

I. INTRODUCTION

Currently, in the field of applied marketing, problems related
with advertising signs recognition are urgent [10], [16], [17].
One of these issues is the problem of photographs of advertis-
ing posters classification by type of a provided services. The
problem is quite difficult because of unique fonts and colors,
and different label sizes, and also various shooting conditions.
A decision on whether a photograph of an advertising sign
belongs to one or another category can be obtained on the
basis of both textual information located on this sign and pure
visual features extracted from the photograph [10]. Up to this
day, a lot of methods have demonstrated their effectiveness in
solving the problem of general image classification [5], [6],
[13], although classification of general objects photographs
is quite different from the classification of photographs of
advertising posters. One important feature of advertising signs
which differs heterogeneous objects (like the ones depicted
in [3], [8]) and significantly complicates their classification is
the absence of the convex elements. This feature leads to lower
efficiency of the heterogeneous images classification methods
to distribute signboard photographs by groups [10]. Another
important feature of photographs of advertising posters is
presence of a textual information. In some cases, the text
shown on the signboard may contain information of key im-
portance for classifying an image. There are a lot of document
image classification methods that are based on the prior text
recognition [11], [14], [18]. Such methods demonstrate high
effectiveness for scanned document classification. However,
such factors as the possible lack of sufficient information in
the text of the advertising sign and the difficulty of solving
the problem of optical text recognition with variable angles,
fonts, styles of signage and lighting (Fig. 1), that is typical

for photographs of advertising signs makes pure extracted text
based signboard photograph classification approaches insuffi-
cient. We should also mention another type of methods that use
combined classifiers that retrieve textual information as well as
pure visual features in order to achieve better performance in
signboard photographs classification, e.g. [10]. These methods
also suffer from poor OCR quality. In order to improve such
deficiency, we developed a new solution avoiding explicit text
retrieval and replacing it with special visual features extraction
from image patches with text.

We propose a neural network method based on the extrac-
tion of several types of general visual features and the special
image descriptor analysis. This method shows better efficiency
than methods that use only visual information or based only on
the analysis of the text recognized during photo processing and
also combined methods that uses visual features and explicit
text information retrieval [10].

II. PROBLEM STATEMENT

In this work we investigate a special image descriptor
effectiveness for the problem of advertising sign photograph
classification by the type of provided services. The problem
can be formulated as follows. An input photograph containing
signboard Q should be assigned to one of the classes C = Ci,
where i ∈ [0, N ].

In addition to the formal statement of the problem we use
the following restrictions. Images are captured by a camera
fixed on a car, following along the roadway [15], hence: a)
may contain visual defects - sun glare, noise, including those
that greatly impede optical text recognition; b) angle, framing,
lighting and colour balance are unknown and can vary signif-
icantly from shot to shot; c) the relative size and placement
of signboard in snapshot can also vary greatly (Fig. 1).

III. PROPOSED METHOD

The proposed system contains several modules: a visual
features extraction module, text detection one, and special text-
containing image descriptor module. The general architecture
of our solution is presented on Fig. 2.

The proposed scheme contains a module of visual features
extraction. It is CNN-based, since such image features ex-
tractors is effective in solving problems of classifying im-
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Figure 1. Considered dataset illustration: a) photograph of a hotel; b) photograph of a store facade; c) image of a restaurant signboard; d) photograph of
a signboard that does not belong to categories listed above.)

Figure 2. General architectural diagram of the combined advertising signboards classifier engine.

ages of heterogeneous objects [5], [6], [13]. However clas-
sifiers that are based only on CNN extracted features do
not achieve a great performance in signboard photographs
classification [10]. The reason for this phenomenon is the
specificity of advertising posters in terms of general image
features. In order to improve efficiency of our solution we
introduce the additional features type that is obtained from
areas of an input image that contain text. We call it worm-
like descriptor. The output of the post-processing result of
evaluated worm-like descriptor is concatenated with CNN
features obtained from the whole original image. The result
of the concatenation is projected onto a space of dimension 4
(according to the number of classes). Then we apply SoftMax
function to the obtained vector and interpret result values as
the probabilities of target classes.

A. General image features extractor

Following [10], we use MobileNet [5] as general image
descriptor. The features are extracted from a whole input
image in order to retrieve significant information from back-
ground which helps to establish the type of services provided.
MobileNet model itself is a sequence of convolutional, fully
connected layers and residual connections [9].

B. Text detector

Following [10], we use EAST text detector [18] to localize
the text position of the scene space is a fast multi-channel
CNN-based architecture resistant to a varying angle.

C. Worm-like image descriptor

We introduce a special type of descriptor for images con-
taining textual information. We aim to develop a method,
which could be of low computational complexity and could
be applied in parallel.

The most important feature of this descriptor is based
on the idea of obtaining the maximal information from the
mutual arrangement of regions with the maximum brightness
variation. The second feature of poster images used is the
repeating nature of the characters. Thus, local differences
between the expression of the first and last characters of a
word can be described independently and in the same terms.
Using these considerations, we construct a picture descriptor
as a trace of a certain number of agents (we call them worms)
moving from given initial positions on the picture in directions
that maximize the brightness variance at each step. The sample
agent traces presented as Fig. 3.

It should be noted that each worm has a predefined move-
ment direction to avoid displacement of the main direction of
movement in the direction of contours that are not related to
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Figure 3. Samples of worm traces (original sign is showed in black): a)
example of horizontal traces (marked with blue color); b) example of vertical
traces (marked with red color).

symbol images (for example, poster borders). Summing up the
above, the main component of the descriptor of an image is
the trace of an agent:

T v(x0, y0) = (mv
1(x0, y0), ...,m

v
N (x0, y0)),

where T v(x0, y0) - trace of a worm with priority movement
direction v and initial position (x0, y0). mv

i (x0, y0) stands for
a movement direction (couble be {up, down, left, right}) for
a step number i with priority direction v and initial position
(x0, y0). We select each movement type according to the
following expression:

mv
i+1 = argmax

m∈M
(Var[I[x, y]] + c(m, v)),

where

(x, y) ∈ P ((xi, yi), s), v ∈ {up, down, left, right},

and mv
i (x0, y0) stands for a movement direction for a step

number i with priority direction v and initial position (x0, y0).
N is equal to the number of traced steps.P ((xi, yi), s) stands
for a set of coordinates that can be achieved with one
step from position (xi, yi) with a step size that is equal to
s pixels. And M stands for a set of possible step types
({start, finish, up, down, left, right}). Thus we evaluate
general descriptors for an each movement direction:

Tup = (Tup(x0, H), ..., Tup(xA, H)),

T down = (T down(x0, 0), ..., T
down(xA, 0)),

T left = (T left(W, y0), ..., T
left(W, yB)),

T right = (T right(0, y0), ..., T
right(0, yB)),

where A and B stands for horizontal and vertical worms)
number, W and H denotes an input image width and height.
Finally we merge descriptors from each direction into result
image descriptor that can be described as follows:

T = (Tup, T down, T left, T right).

From the above description, it is easy to construct an algorithm
that calculates worm-like descriptor for the number of steps
O(w + h), where w and h stands for an input image width
and height correspondingly, whereas a lot of basic image
descriptors implementations (HOG [7] and LBP [12]) requires
O(w ∗ h) steps. It should also be noted that the procedure for
calculating our descriptor is parallelized with a small effort.

IV. EXPERIMENTS

A. Dataset

We trained the proposed classifier on a dataset, presented
in [15]. The dataset contains 357 advertising signs photographs
that are taken using a camera fixed on a car. All of the images
were obtained under different lighting conditions and camera
angles. Signboards contain textual information decorated with
different fonts styles and colors. We also use the additional
markup presented in [10]. All photographs from the dataset
were split into 4 classes according to the type of services
provided (hotels, shops, restaurants, and “other”). All of listed
classes contains approximately the same number of samples.

B. Baselines

We compare performance of our solution with a model pro-
posed in [10]. That model is based on a classifier that merges
visual and textual features to enrich the image embedding.
The main scheme of this baseline is similar to our one, the
difference is in usage of an image descriptor, where authors
involve OCR to produce a noisy text from the detected text
regions, and then embed this text with special character-level
vector model.

We also provide results of comparison with other combined
methods, where text region descriptor is either LBP [12] or
HOG [7] based. That experimental models are based on the
same architecture as our one with the only and differ only
in the type of used descriptor. We chose these two baselines,
since they have proven their effectiveness in image classifi-
cation problems [1]. Local binary pattern (LBP) descriptor
uses a binary string representation for demonstration of the
spatial relationship between the local neighboring pixels [2].
Histogram of oriented gradients (HOG) descriptor is based
on the histogram of pixel gradients neighbors for image
blocks [4].

V. RESULTS

As a quality measure we use F1 metric following [10]. It
is formulated as follows:

Precision =
TP

TP + FP
,

Recall =
TP

TP + FN
,

F1 =
2 · Precision ·Recall

Precision+Recall
,

where TP is a number of objects are correctly marked up by
a model to belong to the class; FP is a number of objects that
are incorrectly marked up by a model to belong to the class;
and FN is a number incorrectly marked up by a model to not



belong to the class. The F1 metric defined above describes
quality only for one class. In order to get the final F1 metric
for all classes we average their scores. Each configuration was
trained ten times. The results of comparison with the baselines
(F1 score mean and variation values) are given in Tab. I.

Table I
PERFORMANCE COMPARISON OF INVESTIGATED MODELS

Model F1

Malykh & Samarin, 2019 [10] 0.24 (±0.0023)
Combined classifier + HOG 0.23 (±0.0007)
Combined classifier + LBP 0.26 (±0.0011)

Combined classifier + Worm-like (ours) 0.28 (±0.0010)

As one can see, LBP-based model shows higher results
than previous best model, although the proposed worm-like
description model shows even better performance in this task.

CONCLUSION

We propose a special image descriptor for an implicit
semantic information extraction from a photograph of sign-
board. We also show the effectiveness of a combined model
configured to use introduced worm-like descriptor in the
context of advertising sign photograph classification problem.
The introduced model has demonstrated better efficiency in
comparison to methods based on the use of only visual or
combined visual and explicit textual features method. In the
problem of signboard photographs classification our model
achieves new state of the art result (0.28 in averaged F1

score against 0.24 of previous best model). In addition to
efficiency in solving the problem under consideration, the
proposed method is more lightweight than its analogues, and
contains modules that are portable to mobile devices. Among
the disadvantages of the proposed method we highlight some
general heaviness of the modular architecture, that does not
allow its usage in real time on mobile devices. Basing on the
obtained results, the further research could be focused on the
study of more optimal strategies for getting traces of worm-like
agents and the whole model performance optimization.
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