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Abstract. Radiology imaging encompasses different imaging modali-
ties and the images are acquired from the human body for diagnostic
and treatment purpose. The different imaging modalities are Computed
Tomography (CT), Ultrasound, X-Ray, Positron Emission Tomography
(PET), Magnetic Resonance Imaging (MRI), Angiography and Cardiac
Output (CO). These images are used to identify the disease types and its
stages. In this paper, an automatic caption detection technique for multi
modality radiology images of various disease types and organs is imple-
mented and explained for the task of ImageCLEF 2020. This research
work includes dataset collection, preprocessing of the dataset and cap-
tion prediction using multilabel Convolutional Neural Network (CNN).
The correctness of the predicted captions is validated using the metric,
F1 Score. The result obtained from the proposed model for the test set
is 13.46%. The achieved result is at 42nd position in the overall leader-
board of the ImageCLEF 2020 caption - concept detection for radiology
images.

Keywords: Radiology images · Caption detection · Preprocessing · Mul-
tilabel CNN· F1 score.

1 Introduction

Medical imaging or radiology imaging can be acquired using various modali-
ties like Computed Tomography (CT), Ultrasound, X-Ray, Positron Emission
Tomography (PET), Magnetic Resonance Imaging (MRI), Angiography and
Cardiac Output (CO) [3]. The applications of the radiology imaging include
classification, prediction, information extraction, information retrieval, concept
detection etc.

Image Caption identification is a kind of concept detection or prediction ap-
plication. Captioning task can be carried out for natural images and medical
images. In natural images, major features like colour and shape are extracted
for caption identification [2]. However in case of medical images it is tedious to
extract the important features, so the identification result is not accurate. Also,
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interpreting and summarizing the insights gained from medical images such as
radiology output is a time-consuming task and requires highly trained experts
[1]. To address these issues, the automatic generation of captions for different
modalities becomes an important task in reality [2, 8]. In this paper, a multi-
label Convolutional Neural Network (CNN) approach for caption prediction is
discussed with results. This work is a subtask of the medical tasks of ImageCLEF
2020 and establishes detection of captions for multimodality radiology images.

The sections includes the following: Section 1 gives a brief introduction about
the necessity to perform caption prediction. Section 2 describes about the dataset
which includes radiology images of various modalities and Section 2.1 details
about the data preprocessing procedures. Section 3 explains the proposed model
using multilabel convolutional neural network along with the parameters for
analysis. In Section 4, the results are discussed. Finally, Section 5 concludes this
paper with further refinement of the proposed model.

2 Dataset

In this edition of ImageCLEF 2020, for concept detection a total of 84,257 ra-
diology images are given, out of which 64,753 are training images, 15970 are
for validation and 3534 are for testing the model [13, 14]. All these images are
present in any one of the seven modality folders namely, Computed Tomogra-
phy (CT), Ultrasound, X-Ray, Positron Emission Tomography (PET), Magnetic
Resonance Imaging (MRI), Angiography and Cardiac Output (CO). Similarly
the captions of the images of seven modalities are given in seven excel sheets
appropriately. In Figure 1, sample image for each modality is shown with its
corresponding image id of the given dataset for each modality [13, 14].

Table 1. Distribution of dataset across 7 modalities

Modality Training Validation Test Total

Angiography 4713 1132 325 6170
Cardiac Output 487 73 49 609
CT 20031 4992 1140 26163
MRI 11,447 2848 562 14857
PET 502 74 38 614
Ultrasound 8629 2134 502 11265
X-Ray 18944 4717 918 24579

On further analysis of dataset, the maximum number of captions per image
is nearly 140 and each image is of different size, are the challenges in generating
the relevant captions.



Fig. 1. Radiology images of seven modalities with image id and modal-
ity a) ROCO2 CLEF 00001 Angiography b) ROCO2 CLEF 05850 CO c)
ROCO2 CLEF 06406 CT d) ROCO2 CLEF 45724 PET e) ROCO2 CLEF 31429
MRI f) ROCO2 CLEF 57063 XRAY g) ROCO2 CLEF 46300 Ultrasound



2.1 Data Preprocessing

Preprocessing of Text In the given dataset single file is present for text. This
file includes image id and their corresponding caption unique id in sorted order.
Using these labels one of the inputs for multilabel CNN is created. The input
file is created in excel format, where the caption id as header and rows are filled
with the image id of that particular modality alone. For each image id, one hot
vector form [11] is created in such a way that the captions of specific columns
are made as 1 and others as 0. Similarly, this is carried out for all the seven
modalitites. Therefore, 7 different sized one hot vectors are derived. The one
hot vector sizes for angiography, CO, CT, PET, MRI, X-Ray and Ultrasound
modalities are 2578, 1675, 3013, 1491, 2980, 2986 and 2877 respectively.

Preprocessing of Images The radiology images of the given 7 modalities are
of varying sizes. But, the images of same dimension must be given as input to
the CNN. Therefore, resizing of the image is carried out in such a way that all
the images are of same width and height i.e (600, 600), since most of the images
in the dataset are of that size only.

3 Methodolgy

Initially, CNN approach is applied to predict the image captions. The conven-
tional CNN usually takes the folder name as captions, where as the given clef
2020 dataset comprises of more than one label for each image. Hence, it gener-
ates inappropriate captions and also only single caption per image. To address
this issue, a multilabel CNN is proposed for this task. The given dataset has
multiple modalities and maximum of 140 captions for each image [6]. The lay-
ers chosen for the proposed model are convolutional layer, max pooling layer,
flattening layer and dense layer.

Import Keras and other packages that are required in building the CNN
like Sequential, Convolution2D, MaxPooling2D, Flatten and Dense layer. Build
the model using the Sequential.add() function. Four convolutional layers are
added with the filter size as 16, 16, 32 and 32 respectively and the kernel size as
(3,3). These layers are used to extract the high-level features such as edges and
boundaries from the input image [5]. Add a pooling layer with a size of (2, 2),
to reduce the spatial size of the representation of input image. One flatten layer
is added to generate a vector from the fully connected layers and the last dense
layer outputs as either 1 or 0.

Finally, the output nodes are fixed in the last layer based on the one hot
vector size for each of the seven modality [11]. Each output node belongs to some
class. Categorical crossentropy loss function is used, since it is more suitable for
multiclass classification [9, 12]. The sigmoid activation function used on the final
layer converts each score of the final node between 0 to 1 independent of the other
score. If the score of the particular class is more than 0.5, the data is classified into
that class. And there could be multiple classes having a score of more than 0.5



independently. Thus the data could be classified into multiple classes. In Figure
2, the sample image (ROCO2 CLEF 05873) from Cardiac Output modality is
given as input to the model for caption prediction.

Fig. 2. Overall process of multilabel CNN

4 Experiment and Results

CNN model has many hyperparameters to build it efficiently. By fixing them
appropriately, the results can be improved.

To make the decision on fixing the layers of convolution, visualisation can
be carried out. After visualization, four convolutional layers are fixed, since the
boundaries and edges of the image is more visible than the three layers. In Figure
3, the input image with image id ROCO2 CLEF 05865 from CO modality is
given for understanding and visualizing the effect of convolution layers.



Table 2. CNN hyperparameters.

Hyperparameters Values

No. of Convolutional layer 4
No. of filters in each layer 16, 16, 32, 32
Pooling function max
Activation function relu, sigmoid
No. of epochs 3
Loss type categorical cross entrophy
Optimizer adam

Fig. 3. Visualisation of Convolutional layers



The multilabel CNN model with the specific hyperparameters [3, 10] has
been evaluated using the given dataset and appropriate performance metrics
[12]. All the seven folders are trained with 3 epochs to build the seven differ-
ent models. Testing is done with their respective models and the captions are
obtained. The resulted accuracy of training and validation set are 0.4034 and
0.2478 respectively. For the test set, the F1 score obtained is 0.1346 in a single
run and ranked as 42nd in the leaderboard of the ImageCLEF 2020 caption task.
The F1 score is comparatively very less, because only 20 captions are used in the
prediction of test set. The main challenges of this task are: large dataset with
images of different characterstics, implementation of one hot vector with sparse
data, maximum number of captions is around 140, training model needs more
time, if the internet is used for execution it becomes still more tedious process,
needs high requirements in terms of hardware like memory, processor etc for
better computability.

5 Conclusion and Future Work

In this paper, an automatic caption prediction for multimodality radiology im-
ages is implemented and explained for the given ImageCLEF 2020 task dataset
using multilabel CNN. The dataset is preprocessed in both text and image as-
pects, and the maximum number of captions per image is identified. From the
number of captions identified, one hot vector is derived for every modality and
training of the model is carried out. The model is evaluated using F1 metric for
the test set (3534 images), which resulted in 13.46%. The limitations of the work
are number of captions used in testing and hyperparameters of the multilabel
CNN model.

In future, the prediction results can be improved further based on the dataset,
methods to modify the one hot vector in an efficient way and advanced deep
learning techniques.
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