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Abstract. Social media has become a significant source of information
for a large fraction of the population. One such popular social media
is twitter. An excessive amount of misinformation spread has become
ubiquitous. But it is immensely computationally expensive to verify every
claim made in every tweet. In this paper, the authors have explored
Machine learning solutions to score a tweet on its worthiness to be fact-
checked. In this paper, we present approaches using CNN, Transformer
models and SVM for CLEF-2020 CheckThat! Check-Worthiness task.
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1 Introduction

The rampant spread of fake news on social media has become an all too famil-
iar plight. Fake news has become indistinguishable from real news. The hazards
caused by fake news create confusion and misunderstanding about important
social and political issues. According to a study on Twitter, false news travels
faster than true news. Research project finds humans, not bots, are primarily
responsible for the spread of misleading information [17]. With important po-
litical figures and business tycoons active on Twitter, it has become a rather
important stage for global information. It is unrealistic to check every tweet to
verify the information it holds due to the exorbitant computational requirement
with 500 million tweets posted every day.
This puts us in need of an algorithm that can filter or rank tweets based on their
check worthiness which is the goal of the CLEF-2020 Check That!’s [3][1] Check
Worthiness task 1. We use CNN, Transformer models and SVM to score each
tweet based on their tweet worthiness.
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2 Related Work

Prevention of fake news collides with freedom of speech, hence detection can
be done based on objective facts to curb fake news [7]. Prevalent state-of-the-
art fact-checking methods employ the use of feature engineering techniques to
extract features from each sentence and thereby its context. ClaimBuster[10] sys-
tem arose as the first work to check worthiness. The system extracts sentiment
features, TF-IDF word representations, POS tags and named entities. These
features were derived from sentence level, thereby no contextual information be-
tween sentences was captured. Extending ClaimBuster’s work, [9] incorporated
contextual awareness into representation by the inclusion of sentence positioning
in a speaker segment, speaker mentioning the opponent, audience reactions and
sentence similarity to segments as features. [14] proposes a deep learning frame-
work for detecting Rumors from Microblogs with Recurrent Neural Networks for
learning hidden representations that capture the variation of contextual infor-
mation of relevant posts over time.
In last year’s CheckThat! [2] Team Copenhagen [8] achieved the best perfor-
mance. They made use of LSTM RNN that learned dual token embeddings,
domain-specific embeddings and syntactic dependencies. Team TheEarthIsFlat
[6] made use of a feed-forward neural network with two hidden layers which takes
as input Standard Universal Sentence Encoder (SUSE) embeddings [4] for the
current sentence as well as for the two previous sentences as a context.

Our system’s approach can be considered to pivot on sentence-level features.
We do not include context-aware features into our data due to the low amount
of training data and less compute power.

3 Dataset description

The data for the task was given in two formats: .tsv and .json. The training set
has 672 data points, the development set has 150 data points. We have used the
.tsv format which is a TAB separated text file. The text encoding is UTF-8. A
row of the .tsv file has the following format:

topic id < Tab > tweet id < Tab >tweet url < Tab > tweet text < Tab > claim
< Tab > check worthiness

The column descriptions are as follows:



topic id unique ID for the topic of the tweet

tweet id unique ID for each tweet given by Twitter

tweet url URL of the given tweet

tweet text text content in the tweet

claim It is a binary value of 1 if the tweet contains a claim else 0

check worthiness It is a binary value of 1 if the tweet is worthy to be fact checked else 0

4 Methodology

4.1 Data preparation

The tweets given were preprocessed initially to remove stop words and punctua-
tion. Then, all the tweets were normalized. The whole data was lemmatized and
tokenized using the nltk library[13].

4.2 Training the models

The data prepared is given to various models that include Convolutional Neural
Network (CNN), Transformers and Support Vector Machine.

CNN
Convolutional neural networks (CNN) are trained on top of pre-trained word
vectors for classification tasks [11]. The training data was vectorized using a
Word2Vec vectorizer using a pre-trained Google News word vector model with
3 million 300-dimension English word vectors and then padded with zeros up to
the maximum sequence length in the given sentences. The padded sequence was
fed to the convolutional neural network made of an input layer, an embedding
layer, 5 convolutional layers each followed by max-pooling layers, a dropout layer
and 2 dense layers. The convolutional layers each use 200 filters and the layers
have kernel sizes of 2,3,4,5 and 6 sequentially with RelU activation. The following
dense layer has 128 nodes with RelU activation and the following dense layer has
2 nodes with sigmoid activation. The model was trained and saved for classifying
test data.

Transformers
The models used are derivatives of Google’s BERT [5]. BERT stands for Bidi-
rectional Encoder Representations from Transformers. The models used in this
paper are RoBERTa [12] and XLNet [18] which are derivatives of BERT that give
better performance. XLNet is developed to work seamlessly with the Auto Re-
gression objective, including integrating Transformer-XL and the careful design
of the two-stream attention mechanism. It manages to overcome the deficien-
cies of BERT whilst requiring more compute power and memory (GPU/TPU
memory). The XLNet model was fine-tuned over the pre-trained XLNet Base
Cased language model that comprises 12 Transformer blocks, 12 self-attention



heads and 768 hidden dimensions. RoBERTa makes use of a robustly optimized
method that improves on BERT by modifying key hyperparameters in BERT. It
was fine-tuned over the RoBERTa base language model that comprises 12 Trans-
former blocks, 12 self-attention heads and 768 hidden dimensions with a total
parameter of 215M. For our case of experimentation, both transformer models
were trained with hyperparameters as 50 epochs with training batch size set to
128 and the learning rate set to 4e-5.

Support Vector Machine
SVM or Support Vector Machine is a traditional machine learning algorithm. The
principle behind the algorithm is it creates a hyperplane which separates the data
into classes. The text is vectorized using a count vectorizer. The resulting count
matrix is transformed to a normalized TF-IDF representation then classified
using SVM [16] classifiers of scikit-learn [15].

4.3 Choosing models

Amongst these four models experimented, RoBERTa was submitted. It was se-
lected based on the f1 score and because of the proven robustness of transformer
models for natural language processing tasks. The performance of our models in
the development set is shown in Table 1.

Model F1

RoBERTa 0.730

XLNet 0.642

CNN 0.654

SVM 0.590

Table 1. Performance of our model in development set

5 Results

Table 3 shows the performance of the selected Roberta model on the evaluation
data. Table 2 shows the test results of all participants. The main metric used
for evaluation is the Mean Average Precision (MAP). The performance of the
model is ranked 5th in comparison to the other teams’ models. We can see that
the Precision @ k value decreases as k increases suggesting the model is reliable
with top tweets. The model got a perfect score on the Reciprocal Rank again
suggesting the model performs well for the top tweets. We can infer from this
that the model gives valid top rankings.



Team MAP RR R-P P@1 P@3 P@5 P@10 P@20 P@30

Accenture 0.8064 1.0000 0.7167 1.0000 1.0000 1.0000 1.0000 0.9500 0.7400

Team Alex 0.8034 1.0000 0.6500 1.0000 1.0000 1.0000 1.0000 0.9500 0.7400
contr.-1 0.7988 1.0000 0.6500 1.0000 1.0000 1.0000 1.0000 0.9500 0.7400
contr.-2 0.7809 1.0000 0.6667 1.0000 1.0000 1.0000 1.0000 0.8500 0.6800

check square 0.7217 1.0000 0.6667 1.0000 0.6667 0.8000 0.8000 0.8000 0.7000
contr.-1 0.6249 0.5000 0.6000 0.0000 0.6667 0.8000 0.8000 0.6500 0.5800
contr.-2 0.7139 0.5000 0.6833 0.0000 0.6667 0.6000 0.8000 0.8500 0.7000

QMUL-SDS 0.7141 1.0000 0.6333 1.0000 1.0000 1.0000 0.9000 0.8000 0.6400
contr.-1 0.7820 1.0000 0.7000 1.0000 1.0000 1.0000 1.0000 0.8500 0.7000
contr.-2 0.7288 1.0000 0.6333 1.0000 1.0000 1.0000 0.9000 0.8500 0.6800

Tobb Etu 0.7062 1.0000 0.6000 1.0000 1.0000 1.0000 0.9000 0.8000 0.6600
contr.-1 0.5635 0.2000 0.6000 0.0000 0.0000 0.2000 0.3000 0.6000 0.6600
contr.-2 0.7102 1.0000 0.6333 1.0000 1.0000 1.0000 1.0000 0.7500 0.6800

SSN NLP 0.6739 1.0000 0.6000 1.0000 1.0000 0.8000 0.8000 0.8000 0.6200

Factify 0.6561 0.5000 0.6833 0.0000 0.3333 0.6000 0.7000 0.7500 0.7000
contr.-1 0.6963 1.0000 0.6833 1.0000 0.3333 0.6000 0.8000 0.8000 0.7400

BustingMisinformation 0.6172 1.0000 0.5833 1.0000 1.0000 0.8000 0.7000 0.6000 0.6000

nlpir01 0.6069 1.0000 0.5667 1.0000 1.0000 1.0000 0.7000 0.6000 0.5800
contr.-1 0.5546 0.2500 0.5500 0.0000 0.0000 0.4000 0.7000 0.7500 0.5200
contr.-2 0.5193 0.5000 0.4500 0.0000 0.6667 0.4000 0.5000 0.6000 0.4800

ZHAW 0.5052 0.3333 0.5333 0.0000 0.3333 0.4000 0.6000 0.5000 0.5200

contr.-1 0.6648 1.0000 0.6333 1.0000 1.0000 0.8000 0.9000 0.7000 0.6600

UAICS 0.4950 1.0000 0.4667 1.0000 0.3333 0.4000 0.6000 0.6000 0.4600

TheUniversityofSheffield 0.4746 0.2500 0.5333 0.0000 0.0000 0.4000 0.2000 0.3500 0.4800
contr.-1 0.6459 1.0000 0.5833 1.0000 1.0000 1.0000 0.8000 0.6000 0.5800

Table 2. Test set results

Run MAP RR R-P P@1 P@3 P@5 P@10 P@20 P@30

RoBERTa 0.6739 1.0000 0.6000 1.0000 1.0000 0.8000 0.8000 0.8000 0.6200
Table 3. Performance of test data

6 Conclusion

We have presented our submission for Task 1 of CheckThat! @ CLEF-2020 to
predict the check-worthiness of tweets. The task was approached with various
methods that include transformers, CNN and SVM. Among these models, the
Roberta transformer model performed better than other methodologies on the
development set. Hence, the output from RoBERTa was submitted for evalua-
tion. From table 2, the results show that our team has a perfect recall score and
a good MAP score. The performance can further be improved with some other
transformer models such as XLNet, Electra, BERT, etc and inclusion of more
data samples for training.
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