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Abstract This paper describes our approach to completing the Celebrity Profil-
ing shared task set forth by PAN at CLEF 2020. We discuss the features selected
(including part-of-speech tags, named entity types, and word vectors) as well as
the logistic regression, random forest and support-vector models we tested for
this task. The resulting confusion matrices and evaluation scores are provided.

1 Introduction

In this paper, we attempted to solve a natural language processing problem set forth
by PAN as part of the organization’s 2020 competition. At a basic level, the problem
required a celebrity profiling ML model that could estimate the age, occupation, and
gender of a given celebrity based upon the tweets of their Twitter followers [20]. More
specifically, the test input was a list of JSON objects representing the tweets of fol-
lowers, and the output was a list of JSON objects where each object contained the ID
of a given celebrity, their predicted occupation (among a possible list of ’sports’, ’per-
former’, ’creator’, and ’politics’), their predicted birth year (between 1940 to 1999),
and their predicted gender (’male’ or ’female’). The most unique aspect of this problem
was that no information about a celebrity from their Twitter account or other sources
was provided as input for the test dataset; the celebrities had to be profiled solely on the
basis of their followers’ tweets.

First, we discuss some related work done in this field, namely, PAN’s 2019 celebrity
profiling task, which required competitors to profile celebrities based on their own
tweets. Next, we discuss our methodology for feature extraction and model building.
Finally, we explain the results of our models for age, gender, and occupation. An earlier
version of this paper was submitted for an academic project at Northeastern University
[7].

2 Related Work

This task is, on the surface at least, very similar to the 2019 PAN Celebrity Classifica-
tion task [19]. This task required competitors to classify celebrities by their birth year
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(between 1940 and 2012), gender (male, female, or non-binary), fame (rising, star, or
superstar) and occupation (sports, performer, creator, politics, manager, science, pro-
fessional, religious) based on their tweets. This task differed from the 2019 task in a
few key ways. First, the fame classification task was not present. Second, the remaining
three tasks had fewer categories. Birth year was restricted from 1940-1999, the non-
binary class was no longer present for the gender category, and the manager, science,
professional, and religious classes were no longer present for the occupation category.
However, we also had significantly fewer data points to work with. The 2019 task had
48,335 celebrities to use for training. The 2020 task had only 1,920. Furthermore, for the
2020 task, we used data from the celebrity’s followers, not the celebrities themselves.

For our feature extraction, we built off of work done by Argamon et al. [1]. They
examined which features were generally most useful for anonymous authorship profil-
ing, and had a good deal of success with POS tags. We also built off of our own success
with word embeddings [6] for an age profiling task. This will be discussed in greater
depth in the next section.

Generally, most of the submissions for the 2019 task seemed to find success using
classical natural language processing and machine learning techniques. In fact, the three
competitors in 2019 who attempted to use deep learning techniques reported that these
techniques were not suited for the task. [19] Therefore, we chose to focus on models
that do seem well suited: SVM, Logistic Regression, and Random Forest (discussed
further in the Algorithms section). Our decisions about what algorithms to select were
also influenced by our work on author and time period classification in another course
[6].

3 Approach Description

3.1 Feature Extraction

For feature extraction, we decided to utilize features that have proven useful for author
profiling problems in the past. Because we were not trying to profile the authors of the
tweets, but rather a common person that all of these authors followed, we were required
to make certain assumptions about the follower/followee relationship. We assumed that
the followers of a celebrity might have similar interests to that celebrity, that is, a fol-
lower of a politician might post a lot about politics, a follower of a performer might
post a lot about music/concerts, etc. We also assumed that celebrities might attract fol-
lowers that are largely of a similar age and gender. Essentially, we decided to treat the
aggregate group of tweets as though they were authored by the person we were trying
to profile.

There are a few simple features that have proven highly effective for author profiling
tasks, namely, stop words and part-of-speech (POS) tags. For example, Argamon et al.
[1] found that men tend to use more determiners and prepositions, while women tend
to use more pronouns, to the degree that these features are given significant weight in
a machine learning model. Another effective feature appears to be n-grams [16] but we
decided not to utilize n-grams as our dataset has a large vocabulary, and this would
therefore require a lot of features to represent.



We had relative success with word embeddings with an author profiling task involv-
ing age, albeit on books rather than tweets [6]. Therefore, we decided to utilize them
again for this project, averaging together the word embeddings for all words (in vocabu-
lary) for a given celebrity’s tweets. Finally, looking at last year’s celebrity profiling task
results, it appeared that occupation was generally the lowest scoring classifier [19] so
we decided to add in features specifically to improve upon this classifier: named entity
types. This was based on the logic that, for example, politicians would be more likely
to talk about countries or organizations, creators would be more likely to talk about art,
etc. However, it should be noted that adding named entity recognition to our pipeline
significantly slowed down our feature extraction code—it took several minutes to run
a single celebrity. However, we decided that the boost to classification was worth the
extra runtime.

Ultimately, we decided on the following features: POS tags, stop-word count, named
entity types, average word vectors, tweet length (in characters), number of links, num-
ber of hashtags, number of mentions, and number of emoji [10]. These were all nor-
malized by total number of words in a celebrity’s tweets (with the exception of word
vectors and average tweet length, since those were already averages). Feature extrac-
tion of POS tags, stop words, NER types, and word vectors were done using the sPacy
library [8]. Additional logic was executed using Numpy [12][17].

3.2 Algorithms

After extracting features, we decided upon three different machine learning algorithms
to train on these features and compare the resulting metrics: logistic regression, random
forest, and support-vector machine (SVM). The models were constructed through Sci-
Kit Learn [13][3]. Each algorithm was implemented through three different models: one
for occupation, one for gender, and one for birth year. Unique hyperparameters were
defined for each model, and the optimized parameters were selected through 5-fold
cross validation with scoring based on the macro f1 score (functionality also provided
through Sci-Kit Learn [13][3]). Hyperparameter tuning resulted in higher f1 scores for
all three chosen algorithms.

For the logistic regression model, the parameters chosen for tuning were the type
of regularization (L1 or L2), the penalty on regularization (0.01, 0.1, or 1) and the type
of solver (liblinear or saga). An article written by Qiao (2019) [15] inspired the choice
of hyperparameters for tuning. The optimized parameters for occupation were (L2, 0.1,
saga), the parameters for gender were (L2, 0.1, liblinear), and the parameters for birth
year were (L1, 1, saga).

The selection of random forest and support-vector machine was inspired by the
PAN 2019 celebrity profiling task, as these two models were proven to be successful
[19]. The possible parameters for the random forest classifiers (based on Koehrsen,
2018 [11]) were number of estimators (50, 100, 500), max depth (None, 5, 10), and
max features (auto or log2). Ultimately, the chosen parameters for training the random
forest classifiers were (500, None, auto) for occupation, (500, None, auto) for gender,
and (50, log2, 5) for birth year.

Finally, regularization penalty, (0.01, 0.1, 1) kernel type (linear, poly, rbf), and
gamma value (0.1, 1, 10) (Fraj, 2018 [4]) were chosen as the adjustable hyperparame-



ters for the support-vector machine model. The best parameters were determined to be
(0.1, 0.1, linear) for occupation, (0.1, 0.1, linear) for gender, and (0.01, 0.1, linear) for
birth year.

After running cross-validation and training all classifiers with the extracted features
and optimized hyperparameters, metrics were determined for the different classifiers
based on a section of the training data (20%) set aside for testing. Additionally, an alter-
native f1-score (besides the one from Sci-Kit Learn [3]) for birth year was calculated, as
PAN [20] dictated in the task description that any predicted year within a specific range
of years would be considered correct (true birthyear -m < predicted birthyear < true
birthyear + m); this alternative f1-score took this window of error into account. Finally,
PAN [20] also mentioned that submissions to the competition would be judged based
upon a special "cRank" metric that combines the f1-scores for occupation, gender, and
birth year. Thus, the cRanks for logistic regression, random forest, and SVM were also
calculated in this project (results below).

4 Results

We defined baseline models using Sci-Kit Learn’s DummyClassifier class to compare to
our trained models [3]. Figure 1 displays the results from the occupation classification
model, Figure 2 shows gender classification, and Figure 3 shows birth year classifica-
tion. The classification report is a heat map that demonstrates the precision, recall, and,
f1 score for every possible class; lighter colors indicate lower scores and darker colors
indicate higher scores. Due to the large range of birth years as possible classes, a visual-
ization of the metrics could not be produced, but a textual description is provided. All of
the subsequent visualizations were constructed through Yellowbrick [2] and Matplotlib
[9].



Figure 1: Metrics for Baseline Occupation Classifier

Figure 2: Metrics for Baseline Gender Classifier

Figure 3: Metrics for Baseline Birth Year Classifier



4.1 Logistic Regression

This section contains classification reports and confusion matrices for the occupation
and gender logistic regression classifiers (Figures 4-7), as well as a textual description
of metrics for the birth year classifier. The confusion matrices are also heat maps, where
a darker square indicates more predictions and a lighter square indicates fewer predic-
tions. These classifiers were trained with the hyperparameters mentioned in Section 3.2.
As can be seen in the figures, the logistic regression occupation classifier significantly
outperformed the baseline occupation classifier. Its highest f1-score was 0.832 for the
politics class.

Figure 4: Metrics for Logistic Regression Occupation Classifier



Figure 5: Confusion Matrix for Logistic Regression Occupation Classifier

The gender classifier was also more successful than the baseline, with a maximum
f1-score of 0.792 (for the male label).

Figure 6: Metrics for Logistic Regression Gender Classifier



Figure 7: Confusion Matrix for Logistic Regression Gender Classifier

Finally, the birth year classifier showed some improvement compared to the baseline
classifier, although the number of possible classes and unbalanced training set made
this classifier difficult to train. Its custom f1-score (taking the aforementioned window
of error into account) was 0.346.

Figure 8: Metrics for Logistic Regression Birth Year Classifier

4.2 Random Forest

Figures 9-13 display the metric information derived from the occupation, gender, and
birth year random forest classifiers. In this case, the metrics are clearly superior to those
from the baseline model. In comparison to the logistic regression occupation model, the
random forest occupation model had a slightly worse accuracy, but higher maximum
f1-score (0.830 for politics). The random forest gender classifier had a worse accuracy
(0.70) and maximum f1-score (male label) than the logistic regression algorithm. The
custom f1-score for birth year was basically the same for both algorithms, with a slight
edge given to logistic regression.



Figure 9: Metrics for Random Forest Occupation Classifier

Figure 10: Confusion Matrix for Random Forest Occupation Classifier



Figure 11: Metrics for Random Forest Gender Classifier

Figure 12: Confusion Matrix for Random Forest Gender Classifier

Figure 13: Metrics for Random Forest Birth Year Classifier



4.3 Support-Vector Classifier

A support-vector algorithm (SVC) was the last one to be experimented with. Figures 17-
21 display the results of this experimentation. Similar to the random forest classifier, no
major improvements in metrics could be seen with the SVC, although it was still more
successful than the baseline classifiers. The occupation classifier achieved a comparable
accuracy to the random forest classifier, and its highest f1-score (0.798) was the lowest
out of the three algorithms. The algorithm’s performance with gender classification
and birth year classification was very close to those of the random forest and logistic
regression algorithms.

Figure 14: Metrics for SV Occupation Classifier



Figure 15: Confusion Matrix for SV Occupation Classifier

Figure 16: Metrics for SV Gender Classifier



Figure 17: Confusion Matrix for SV Gender Classifier

Figure 18: Metrics for SV Birth Year Classifier



4.4 Submission

Based on the results described above, it was difficult to choose which combination of
models was most effective, as the scores for each category were similar. Table 1 dis-
plays the (rounded) f1-score that each classifier produced for each category. Ultimately,
the final metric of evaluation was cRank [20]. The cRank value for logistic regression
was 0.541, the value for random forest was 0.522, and the value for SVM was 0.535.
This result, paired with the relative consistency of the metrics produced by the logis-
tic regression models, indicated that a combination of three logistic regression models
was the preferable algorithm to classify occupation, gender, and birth year. Thus, the
software submitted to TIRA [14] contained three logistic regression models to predict
labels (utilizing additional Python modules [18][5]) from the tweets of celebrity follow-
ers. The final results were: a c-rank of 0.577, a birth year f1-score of 0.432, a gender
f1-score of 0.681, and an occupation f1-score of 0.707 [20].

Occupation Gender Birth Year

Logistic Regression 0.754 0.735 0.346

Random Forest 0.744 0.689 0.333

Support-Vector 0.738 0.706 0.349

Table 1: F1 Scores per Category for every Classifier

5 Conclusions

Overall, the three ML algorithms that were chosen produced relatively equal results for
the classification categories (occupation, gender, and birth year). The classifications of
occupation and gender were the most successful, as the ultimate metrics of the trained
models were clearly superior to those retrieved from the baseline models. Classifying
birth year was the most complicated process and yielded smaller metrics due to the
number of possible classes. Comparing the algorithms by cRank, logistic regression
appeared to be the most effective. In the future we would like to experiment with a
recurrent neural network to determine if it will offer better results than the algorithms
we utilized.
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