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Abstract. We present an overview of the third edition of the Check-
That! Lab at CLEF 2020. The lab featured five tasks in Arabic and
English, and here we focus on the three English tasks. Task 1 chal-
lenged the participants to predict which tweets from a stream of tweets
about COVID-19 are worth fact-checking. Task 2 asked to retrieve ver-
ified claims from a set of previously fact-checked claims, which could
help fact-check the claims made in an input tweet. Task 5 asked to pro-
pose which claims in a political debate or a speech should be prioritized
for fact-checking. A total of 18 teams participated in the English tasks,
and most submissions managed to achieve sizable improvements over
the baselines using models based on BERT, LSTMs, and CNNs. In this
paper, we describe the process of data collection and the task setup, in-
cluding the evaluation measures used, and we give a brief overview of the
participating systems. Last but not least, we release to the research com-
munity all datasets from the lab as well as the evaluation scripts, which
should enable further research in the important tasks of check-worthiness
estimation and detecting previously fact-checked claims.
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1 Introduction

Recent years have seen growing concerns, both in academia and in industry, in
the face of the threats posed by disinformation online, commonly known as “fake
news”. To address the issue, a number of initiatives were launched to perform
manual claim verification, with over 200 fact-checking organizations worldwide,5

such as PolitiFact, FactCheck, Snopes, and Full Fact. Unfortunately, these efforts
do not scale and they are clearly insufficient, given the scale of disinformation,
which, according to the World Health Organization, has grown into the First
Global Infodemic in the times of COVID-19. With this in mind, we have launched
the CheckThat! Lab, which features a number of tasks aiming to help automate
the fact-checking process.

The CheckThat! lab6 was run for the third time in the framework of CLEF
2020. The purpose of the 2020 edition of the lab was to foster the develop-
ment of technology that would enable the (semi-)automatic verification of claims
posted in social media, in particular in Twitter. In this paper, we focus on
the three CheckThat! tasks that were offered in English.7 Figure 1 shows the
full CheckThat! identification and verification pipeline, including four tasks on
Twitter and one on debates/speeches. This year, we ran three of the five tasks
in English:

Task 1 Check-worthiness estimation for tweets. Given a topic and a stream
of potentially related tweets, rank the tweets according to their check-worthiness
for the topic.

Task 2 Verified claim retrieval. Given a check-worthy input claim and a set
of verified claims, rank those verified claims, so that the claims that can help
verify the input claim, or a sub-claim in it, are ranked above any claim that
is not helpful to verify the input claim.

If the model for Task 2 fails to return relevant tweets, the verification steps
are triggered, i.e., Task 3 on supporting evidence retrieval and Task 4 on claim
verification.8 While Tasks 1 and 2 are offered for the first time and they focus on
tweets, Task 5 is a legacy task from the two previous editions of CheckThat! [32,
60]. It is similar to Task 1, but it is from a different genre:

Task 5 Check-worthiness estimation on debates/speeches. Given a tran-
script, rank the sentences in the transcript according to the priority to fact-
check them.

5 http://tiny.cc/zd1fnz
6 https://sites.google.com/view/clef2020-checkthat/
7 Refer to [14] for an overview of the full CheckThat! 2020 lab, but with less details

for the English tasks.
8 We did not offer Tasks 3 and 4 in English this year; they were run for Arabic only.

Refer to [40] for further details.



Fig. 1: The CheckThat! claim verification pipeline. We offer Tasks 1 and 2 on
Twitter and Task 5 on political debates and speeches, all in English. Tasks 1, 3,
and 4 were offered in Arabic [40].

For Task 1, we focused on COVID-19 as a topic: we crawled and manu-
ally annotated tweets from March 2020. Task 1 attracted 12 teams, and the
most successful approaches used Transformers or a combination of embeddings,
manually-engineered features, and neural networks. Section 3 offers more details.

For Task 2, we used claims from Snopes and corresponding tweets, where the
claim originated. The task attracted 8 teams, and the most successful approaches
relied on Transformers and data augmentaton. Section 4 gives more details.

For Task 5, we used PolitiFact as the main data source. The task attracted
three teams, and Bi-LSTMs with word embeddings performed the best. Section 5
gives more details.

As for the rest of the paper, Section 2 discusses some related work, and
Section 6 concludes with final remarks.

2 Related Work

Automatic claim fact-checking is a growing research area, covering a number of
subtasks: from automatic identification and verification of claims [6, 8, 13, 31, 32,
41, 59], to identifying check-worthy claims [35, 42, 44, 78], detecting whether a
target claim has been previously fact-checked [70], retrieving evidence to accept
or reject these claims [10, 45], checking whether the evidence supports or denies
the claim [56, 57], and inferring the veracity of the claim, e.g., using linguistic
analysis [9, 21, 48, 67] or external sources [11, 12, 45, 61, 66, 76].

Check-worthiness estimation on debates/speeches. The ClaimBuster system [42]
was a pioneering work on check-worthiness estimation. Given a sentence in the
context of a political debate, it classified it into one of the following, manually
annotated categories: non-factual, unimportant factual, or check-worthy factual.
In later work, Gencheva & al. [35] also focused on the 2016 US Presidential
debates, for which they obtained binary (check-worthy vs. non-check-worthy)
annotations from different fact-checking organizations. An extension of this work
resulted in the development of the ClaimRank system, which was trained on more
data and also included Arabic content [44].



Other related work, also focused on political debates and speeches. For example,
Patwari & al. [64] predicted whether a sentence would be selected by a fact-
checking organization using a boosting-like model. Similarly, Vasileva & al. [78]
used a multi-task learning neural network that predicts whether a sentence would
be selected for fact-checking by each individual fact-checking organization (from
a set of nine such organizations). Last but not least, the task was the topic of
CLEF in 2018 and 2019, where the focus was once again on political debates and
speeches, from a single fact-checking organization. In the 2018 edition of the task,
a total of seven teams submitted runs for Task 1 (which corresponds to Task 5
in 2020), with systems based on word embeddings and RNNs [1, 36, 38, 87]. In
the 2019 edition of the task, eleven teams submitted runs for the corresponding
Task 1, again using word embeddings and RNNs, and further trying a number
of interesting representations [5, 26, 29, 33, 34, 39, 55, 74].

Check-worthiness estimation for tweets. Unlike political debates, there has been
less effort in identifying check-worthy claims in social media, which is Task 1
in the 2020 edition of the lab. The only directly related previous work we are
aware of is [3], where they developed a multi-question annotation schema of
tweets about COVID-19, organized around seven questions that model the per-
spective of journalists, fact-checkers, social media platforms, policy makers, and
the society. The first question in the schema is influenced by [47], but overall it is
much more comprehensive, and some of its questions are particularly tailored for
COVID-19. For the 2020 Task 1, we use the setup and the annotations for one
of the questions in their schema, as well as their data for that question, which
we further extend with additional data, following their annotation instructions
and using their annotation tools [2]. An indirectly related research line is on
credibility assessment of tweets [37], including the CREDBANK tweet corpus
[54], which has credibility annotations, as well as work on fake news [71] and
on rumor detection in social media [85]; unlike that work, here we focus on de-
tecting check-worthiness rather than predicting the credibility/factuality of the
claims in the tweets. Another less relevant research line is on the development of
datasets of tweets about COVID-19 [25, 73, 86]; however, none of these datasets
focuses on check-worthiness estimation.

Verified claims retrieval. Task 2 in this 2020 edition of the lab focuses on re-
trieving and ranking verified claims. This is an underexplored task and the only
directly relevant work is [70]; here we use their annotation setup and one of
their datasets: Snopes (they also have experiments with claims from PolitiFact).
Previous work has mentioned the task as an integral step of an end-to-end au-
tomated fact-checking pipeline, but there was very little detail provided about
this component and it was not evaluated [43].

In an industrial setting, Google has developed Fact Check Explorer,9 which
allows users to search a number of fact-checking websites. However, the tool can-
not handle a complex claim, as it uses the standard Google search funcionality,
which is not optimized for semantic matching of long claims.

9 http://toolbox.google.com/factcheck/explorer



Another related work is the ClaimsKG dataset and system [75], which in-
cludes 28K claims from multiple sources, organized into a knowledge graph (KG).
The system can perform data exploration, e.g., it can find all claims that contain
a certain named entity or keyphrase. In contrast, we are interested in detecting
whether a claim was previously fact-checked.

Finally, the task is related to semantic relatedness tasks, e.g., from the GLUE
benchmark [80], such as natural language inference (NLI) [82], recognizing tex-
tual entailment (RTE) [15], paraphrase detection [30], and semantic textual sim-
ilarity (STS-B) [22]. However, it differs from them in a number of aspects; see
[70] for more details and discussion.

3 Task 1en. Check-Worthiness on Tweets

Task 1 (English) Given a topic and a stream of potentially related tweets, rank
the tweets according to their check-worthiness for the topic.

Previous work on check-worthiness focused primarily on political debates and
speeches, while here we focus on tweets instead.

3.1 Dataset

We focused on a single topic, namely COVID-19, and we collected tweets that
matched one of the following keywords and hashtags: #covid19, #Coronaviru-
sOutbreak, #Coronavirus, #Corona, #CoronaAlert, #CoronaOutbreak, Corona,
and covid-19. We ran all the data collection in March 2020, and we selected the
most retweeted tweets for manual annotation.

For the annotation, we considered a number of factors. These include tweet
popularity in terms of retweets, which is already taken into account as part of the
data collection process. We further asked the annotators to answer the following
five questions:10

– Q1: Does the tweet contain a verifiable factual claim? This is an
objective question. Positive examples include tweets that state a definition,
mention a quantity in the present or the past, make a verifiable prediction
about the future, reference laws, procedures, and rules of operation, discuss
images or videos, and state correlation or causation, among others.11

– Q2: To what extent does the tweet appear to contain false infor-
mation? This question asks for a subjective judgment; it does not ask for
annotating the actual factuality of the claim in the tweet, but rather whether
the claim appears to be false.

10 We used the following MicroMappers setup for the annotations:
http://micromappers.qcri.org/project/covid19-tweet-labelling/

11 This is influenced by [47].



– Q3: Will the tweet have an effect on or be of interest to the general
public? This question asks for an objective judgment. Generally, claims
that contain information related to potential cures, updates on number of
cases, on measures taken by governments, or discussing rumors and spreading
conspiracy theories should be of general public interest.

– Q4: To what extent is the tweet harmful to the society, person(s),
company(s) or product(s)? This question also asks for an objective judg-
ment: to identify tweets that can negatively affect society as a whole, but
also specific person(s), company(s), product(s).

– Q5: Do you think that a professional fact-checker should verify the
claim in the tweet? This question asks for a subjective judgment. Yet, its
answer should be informed by the answer to questions Q2, Q3 and Q4, as
a check-worthy factual claim is probably one that is likely to be false, is of
public interest, and/or appears to be harmful. Notice that we are stressing
the fact that a professional fact-checker should verify the claim, which rules
out claims easy to fact-check by the layman.

For the purpose of the task, we consider as check-worthy the tweets that
received a positive answer both to Q1 and to Q5; if there was a negative answer to
either Q1 or Q5, the tweet was considered not worth fact-checking. The answers
to Q2, Q3, and Q4 were not considered directly, but they helped the annotators
make a better decision for Q5.

The annotations were performed by 2–5 annotators independently, and then
consolidated after a discussion for the cases of disagreement. The annotation
setup was part of a broader COVID-19 annotation initiative; see [3] for more
details about the annotation instructions and setup.

Table 1: Task 1, English: tweets with their check-worthiness marked.

Breaking: Congress prepares to shutter Capitol Hill for coronavirus, opens telework
center

3

China has 24 times more people than Italy... 7

Everyone coming out of corona as barista 7

Lord, please protect my family & the Philippines from the corona virus 7

Examples of annotated tweets are shown in Table 1. The first example,
‘Breaking: Congress prepares to shutter Capitol Hill for coronavirus, opens tele-
work center’, containing a verifiable factual claim on a topic of high interest to
society, and thus it is labeled as check-worthy. The following tweet ‘China has
24 times more people than Italy...’, contains a verifiable factual claim, but it is
trivial to fact-check, and thus it is annotated as not check-worthy. The third
example, ‘Everyone coming out of corona as barista’, is a joke, and thus it is
considered not check-worthy. The fourth example, ‘Lord, please protect my fam-
ily & the Philippines from the corona virus’ does not contain a verifiable factual
claim, and it is thus not check-worthy.



Table 2 shows some statistics about the data, which is split into training, de-
velopment, and testing datasets. We can see that the datasets are fairly balanced
with the check-worthy claims making 34-43% of the examples.

Table 2: Task 1, English: Statistics about the tweets in the dataset.

Dataset Total Check-worthy

Train 672 231
Dev 150 59
Test 140 60

3.2 Evaluation

This is a ranking task, where a tweet has to be ranked according to its check-
worthiness. Therefore, we consider mean average precision (MAP) as the of-
ficial evaluation measure, which we complement with reciprocal rank (RR), R-
precision (R-P), and P@k for k ∈ {1, 3, 5, 10, 20, 30}. The data and the evaluation
scripts are available online.12

3.3 Overview of the Systems

A total of twelve teams took part in Task 1, using models based on state-of-the-
art pre-trained Transformers such as BERT [28] and RoBERTa [50], but there
were also systems that used more traditional machine learning models, such as
SVMs and Logistic Regression. Table 3 shows a summary of the approaches used
by the primary submissions of the participating teams. We can see that BERT
and RoBERTa models were by far the most popular among the participants.

The top-ranked team Accenture [83] used a model based on RoBERTa, with
an extra mean pooling and dropout layer on top of the basic RoBERTa network.
The mean pooling layer averages the outputs from the last two RoBERTa layers
in order to prevent overfitting, after which the result is passed to a dropout layer
and a classification head.

The second-best Team Alex [62] trained a logistic regression classifier using
RoBERTa’s predictions plus additional features, modeling the context of the
tweet, e.g., whether the tweet comes from a verified account, the number of
likes for the target tweet, whether the tweet includes a URL, whether the tweet
contains a link to a news outlet that is known to be factual/questionable in its
reporting, etc. Apart from some standard tweet preprocessing, such as replacing
URLs and user mentions with special tokens, they further replaced the term
COVID-19 with Ebola, since the former is not in the RoBERTa vocabulary.

12 https://github.com/sshaar/clef2020-factchecking-task1/



Table 3: Task 1, English: Summary of the approaches used in the primary
system submissions.

Team Models Representation Other
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Accenture [83] ○
BustingMisinformation – ○ ○ ○ ○ ○
check square [24] ○ ○ ○ ○ ○ ○
Factify – ○ ○
NLP&IR@UNED [51] ○ ○ ○
QMUL-SDS [4] ○ ○
Team Alex [62] ○
TheUofSheffield [52] ○ ○ ○
TOBB ETU [46] ○ ○ ○
UAICS [27] ○
SSN NLP [49] ○
ZHAW – ○ ○ ○

Team Check square [24] used a variety of features such as part of speech
tags, named entities, and dependency relations, in addition to a variety of word
embeddings such as GloVe [65], Word2Vec [53], and FastText [16]. They also
experimented with a number of custom embeddings generated with different
pooling strategies from the last four layers of BERT. They further used PCA
for dimensionality reduction. The remaining features were used to train an SVM
model.

Team QMUL-SDS [4] used additional data, containing tweets annotated for
rumor detection. They further used the uncased COVID-Twitter-BERT archi-
tecture [58], which is pre-trained on COVID-19 Twitter stream data, and then
they passed the computed tweet representations to a 3-layer CNN model.

Team TOBB ETU [46] used multilingual BERT and word embeddings as
features in a logistic regression model. Moreover, for each tweet they added part
of speech tags, features modeling the presence of 66 special words (e.g., unem-
ployment), cosine similarities between the tweet and the averaged word embed-
ding vector of different terms describing a specific topic, e.g., employment, etc.
They further added tweet metadata features, such as whether the account is ver-
ified, whether the tweet contains a quote/URL/hashtag/user mention, as well as
the number of times it was retweeted.



Table 4: Task 1, English: evaluation results.

Team MAP RR R-P P@1 P@3 P@5 P@10 P@20 P@30

[83] Accenture 0.8061 1.0001 0.7171 1.0001 1.0001 1.0001 1.0001 0.9501 0.7401

[62] Team Alex 0.8032 1.0001 0.6504 1.0001 1.0001 1.0001 1.0001 0.9501 0.7401

contr.-1 0.799 1.000 0.650 1.000 1.000 1.000 1.000 0.950 0.740

contr.-2 0.781 1.000 0.667 1.000 1.000 1.000 1.000 0.850 0.680

[24] check square 0.7223 1.0001 0.6673 1.0001 0.6679 0.8006 0.8005 0.8003 0.7003

contr.-1 0.625 0.500 0.600 0.000 0.667 0.800 0.800 0.650 0.580

contr.-2 0.714 0.500 0.683 0.000 0.667 0.600 0.800 0.850 0.700

[4] QMUL–SDS 0.7144 1.0001 0.6335 1.0001 1.0001 1.0001 0.9003 0.8003 0.6406

contr.-1 0.782 1.000 0.700 1.000 1.000 1.000 1.000 0.850 0.700

contr.-2 0.729 1.000 0.633 1.000 1.000 1.000 0.900 0.850 0.680

[46] TOBB ETU 0.7065 1.0001 0.6006 1.0001 1.0001 1.0001 0.9003 0.8003 0.6605

contr.-1 0.563 0.200 0.600 0.000 0.000 0.200 0.300 0.600 0.660

contr.-2 0.710 1.000 0.633 1.000 1.000 1.000 1.000 0.750 0.680

[49] SSN NLP 0.6746 1.0001 0.6006 1.0001 1.0001 0.8006 0.8005 0.8003 0.6207

contr.-1 0.674 1.000 0.600 1.000 1.000 0.800 0.800 0.800 0.620

Factify 0.6567 0.50010 0.6832 0.00010 0.3333 0.6009 0.7007 0.7507 0.7003

contr.-1 0.696 1.000 0.683 1.000 0.333 0.600 0.800 0.800 0.740

BustMisinfo 0.6178 1.0001 0.5838 1.0001 1.0001 0.8006 0.7007 0.6008 0.6008

[51] NLP&IR@UNED 0.6079 1.0001 0.5679 1.0001 1.0001 1.0001 0.7007 0.6008 0.5809

contr.-1 0.555 0.250 0.550 0.000 0.000 0.400 0.700 0.750 0.520

contr.-2 0.519 0.500 0.450 0.000 0.667 0.400 0.500 0.600 0.480

Baseline (n-gram) 0.579 1.000 0.500 1.000 0.667 0.800 0.800 0.700 0.600

ZHAW 0.50510 0.33311 0.53310 0.00010 0.33310 0.40010 0.60010 0.50011 0.52010

contr.-1 0.665 1.000 0.633 1.000 1.000 0.800 0.900 0.700 0.660

[27] UAICS 0.49511 1.0001 0.46712 1.0001 0.33310 0.40010 0.60010 0.6008 0.46012

[52] TheUofSheffield 0.47512 0.25012 0.53310 0.00010 0.00012 0.40010 0.20012 0.35012 0.48011

contr.-1 0.646 1.000 0.583 1.000 1.000 1.000 0.800 0.600 0.580

Team SSN NLP [49] explored different approaches, such as a 5-layer CNN
trained on Word2Vec representations, BERT and XLNet [84], and an SVM using
TF.IDF features. Eventually, they submitted one RoBERTa and one CNN model.

Team NLP&IR@UNED [51] used a bidirectional LSTM with GloVe em-
bedding representations. They used a graph model to search for up to three
additional tweets that are most similar to the target tweet based on the inclu-
sion of common hashtags, user mentions, and URLs. The text of these tweets was
concatenated to the text of the original tweet and fed into the neural network.
They further experimented with feed-forward neural networks and CNNs.

Team Factify submitted a BERT-based classifier.

Team BustMisinfo used an SVM with TF.IDF features and GloVe embed-
dings, along with topic modelling using NMF.



Team ZHAW used logistic regression with part-of-speech tags and named
entities along with features about the location and the time of posting, etc.

Team UAICS [27] used a model derived from BERT, applying standard
pre-processing.

Team TheUofSheffield [52] submitted a Random Forest model with TF.IDF
features. Their pre-processing included lowercasing, lemmatization, as well as
URL, emoji, stopwords, and punctuation removal. They also experimented with
other models, such as a Näıve Bayes Classifier, K-Means, SVM, LSTM and Fast-
Text. They further tried Word2Vec representation as features, but this yielded
worse results.

Table 4 shows the performance of the submissions to Task 1, English. We
can see that Accenture and Team Alex were almost tied and achieved very high
performance on all evaluation measures and outperformed the other teams by
a wide margin, e.g., by about eight points absolute in terms of MAP. We can
further see that most systems managed to outperform an n-gram baseline by a
very sizeable margin.

4 Task 2en. Verified Claim Retrieval

Task 2 (English) Given a check-worthy input claim and a set of verified claims,
rank those verified claims, so that the claims that can help verify the input claim,
or a sub-claim in it, are ranked above any claim that is not helpful to verify the
input claim.

Task 2 is a new task for the CLEF 2020 CheckThat! lab. A system solving
that task could provide support to fact-checkers in their routine work: they
do not need to spend hours fact-checking a claim, only to discover afterwards
that it has been fact-checked already. Such a system could also help journalists
during political debates and live interviews, by providing them trusted real-time
information about known false claims that a politician makes, thus making it
possible to put that person on the spot right away.

Table 5 shows examples of tweets (input claims), as well as the top-3 corre-
sponding previously fact-checked claims from Snopes ranked by their relevance
with respect to the input claim. The examples are ranked by our baseline model:
BM25. In example (a), the model places the correct verified claim at rank 1; this
can be considered as a trivial case because the same result can be achieved by
using simple word overlap as a similarity score. Example (b) shows a harder
case, and BM25 fails to retrieve the corresponding verified claim among the top-
3 results. The claim in (c) is somewhere in between: the system assigns it a high
enough score for it to be near the top, but the model is not confident enough
to put the correct verified claim at rank 1, and it goes to rank 2 instead. Note
that, even when expressing the same concepts, the input and the most relevant
verified claim can be phrased quite differently, which makes the task difficult.



Table 5: Task 2, English: example input tweets and the top-3 most similar
verified claims from Snopes retrieved by our baseline BM25 system. The correct
previously fact-checked matching claim to be retrieved is marked with a 3.

input
tweet:

(a) Former Facebook Worker: We Suppressed Conservative News
— Sean Hannity (@seanhannity) May 9, 2016

verified
claims:

(1) Facebook routinely suppresses conservative news in favor of liberal
content.

3

(2) Sarah Palin told Sean Hannity Alaska has “all sorts of Eskimos and
other foreigners.”

7

(3) Fox News host was about to be fired in June 2016 over comments
he made about Muslims.

7

input
tweet:

(b) @BernieSanders Makes Epic Comeback To Win Nevada
— The Young Turks (@TheYoungTurks) April 5, 2016

verified
claims:

(1) Professor makes snappy comeback to female students who protest
his chauvinism.

7

(2) The Nevada Athletic Commission has voided Floyd Mayweather’s
boxing victory over Manny Pacquiao.

7

(3) Article explains the difference between http and https protocols. 7

input
tweet:

(c) Email from Obuma to Hilary outlines plans to take guns only from
Republican voters.
— wolverine7217 (@wolverine7217) May 20, 2016

verified
claims:

(1) Changes coming to Social Security on 1 May 2016 ’threaten the
financial security’ of millions of Americans.

7

(2) Recovered e-mails belonging to former secretary of state Hillary Clin-
ton have revealed plans to seize guns from Republicans on 8 Novem-
ber 2016.

3

(3) Voters across Texas have witnessed their votes switch from ’straight
Republican’ to Democrat on compromised voting machines.

7

4.1 Dataset

Each input claim was retrieved from the Snopes fact-checking website,13 which
dedicates an article to assessing the truthfulness of each claim they have ana-
lyzed. Snopes articles often list different tweets that contain (a paraphrase of)
the verified claim. Together with the title of the article page and the rating of
the claim, as assigned by Snopes, we collect all those tweets and we use them
as input claims. The task is, given such a tweet, to find the corresponding (ver-
ified) target claim. The set of target claims consists of the claims we collected
from Snopes, with additional claims added from ClaimsKG [75] that were also
gathered from Snopes. Note that we have just one list of verified claims, and we
match each input tweet against that list.

13 http://www.snopes.com



Table 6: Task 2, English: Statistics about the input tweets and the matching
and non-matching verified claims from Snopes.

Dataset Tweets

Training 800
Dev 197
Test 200

Total 1,197

Verified Claims

Matching 1,197
Non-matching 9,178

Total 10,375

As Table 6 shows, the dataset consists of 1,197 input tweets, split into a
training, a development, and a test dataset. These input tweets are to be com-
pared to a set of 10,375 verified claims, among which only 1,197 actually match
some of the input tweets.

4.2 Overview of the Systems

Eight teams participated in Task 2, using a variety of scoring functions, based
on fine-tuned pre-trained Transformers such as BERT or supervised models such
as SVMs, or unsupervised approaches such as simple cosine similarity and scores
produced by Terrier and Elastic Search. Two teams also did data cleaning by
removing URLs, hashtags, usernames and emojis from the tweets. Table 7 sum-
marizes the approaches used by the primary submissions.

The winning team —Buster.ai [17]— first cleaned the tweets, and then
used a pre-trained and fine-tuned version of RoBERTa. Before training on the
dataset, they fine-tuned their model on external datasets such as FEVER [76],
SciFact [79], and Liar [81]. While training, they used indexed search to retrieve
adversarial negative examples, forcing the model to learn the proper semantics
to distinguish between syntactically and lexically close sentences.

Team UNIPI-NLE [63] performed two cascade fine-tunings of a sentence-
BERT model [68]. Initially, they fine-tuned on the task of predicting the cosine
similarity between a tweet and a claim. For each tweet, they trained on the gold
verified claim and on twenty negative verified claims selected randomly from a
list of candidate pairs with a non-empty overlap with the input claim in terms of
keywords. In the second step, they fine-tuned the model on a classification task
for which sentence-BERT has to output 1 if the pair is a correct match, and 0
otherwise. They randomly selected two negative examples and used them with
the gold to fine-tune the model. Before inference, they pruned the verified claim
list, top-2500, using Elastic Search and simple word matching techniques.

Team UB ET [77] trained a model on a limited number of tweet–claim
pairs per tweet. They retrieved the top-1000 tweet–claim pairs per tweet using
parameter-free DPH divergence from the randomness term weighting model in
Terrier, and computed several features from weighting models (BM25, PL2 and
TF-IDF) and then built a LambdaMart model on top for reranking. Moreover,
the texts were pre-processed using tokenization and Porter stemming.



Table 7: Task 2, English: summary of the approaches used in the primary
system submissions. We report which systems used search engine scores, scoring
functions (supervised or not), representations (other than Transformers), and
removal of tokens. We further indicate whether external data was used.

Team Engine Scoring Repr. Removal
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Buster.ai [17] ○ ○
check square [24] ○ ○
elec-dlnlp – ○ ○
iit – ○ ○ ○ ○ ○
TheUofSheffield [52] ○ ○ ○ ○ ○ ○
trueman [72] ○
UB ET [77] ○ ○ ○ ○ ○
UNIPI-NLE [63] ○ ○ ○

They also made submissions using the Sequential Dependence (SD) variant
of the Markov Random Field for term dependence to rerank the top–1000 pairs
per tweet. However, the best results were obtained by the DPH divergence from
randomness term that was used for the initial claim retrieval, without the final
step of reranking.

Team NLP&IR@UNED [51] used the Universal Sentence Encoder [23]
to obtain embeddings for the tweets and for the verified claims. As features,
they used sentence embeddings, the type-token ratio, the average word length,
the number of verbs/nouns, the ratio of content words, and the ratio of con-
tent tags. Then, they trained a feed-forward neural network (FFNN), based on
ELUs. In their Primary submission, they used the above seven features, without
the sentence embedding, along with the FFNN, and achieved a MAP@5 score
of 0.856. In their Contrastive-1 submission, they used all features, including sen-
tence embeddings. Finally, their Constrastive-2 submission was identical to their
Primary one, but with a different random initialization.

Team TheUniversityofSheffield [52] pre-processed the input tweets, e.g.,
they removed all hashtags, and then they trained a number of machine learning
models, such as Logistic Regression, Random Forest, Gradient Boosted Trees,
Linear SVM and Linear Regression, and features such as TF.IDF-weighted cosine
similarity, BM25 score, and simple Euclidean distance between the input tweet
and a candidate verified claim.



Table 8: Task 2, English: performance of the submissions and of the Elastic
Search (ES) baseline.

MAP Precision RR
Team @1 @3 @5 – @1 @3 @5 @1 @3 @5

[17] Buster.ai 0.8971 0.9261 0.9291 0.9291 0.8951 0.3201 0.1951 0.8951 0.9231 0.9271

contr.-1 0.818 0.865 0.871 0.871 0.815 0.308 0.190 0.815 0.863 0.868

contr.-2 0.907 0.937 0.938 0.938 0.905 0.325 0.196 0.905 0.934 0.935

[63] UNIPI–NLE 0.8772 0.9072 0.9122 0.9132 0.8752 0.3152 0.1932 0.8752 0.9042 0.9092

contr.-1 0.877 0.913 0.916 0.917 0.875 0.320 0.194 0.875 0.911 0.913

[77] UB ET 0.8183 0.8623 0.8643 0.8673 0.8153 0.3073 0.1863 0.8153 0.8593 0.8623

contr.-1 0.838 0.865 0.869 0.874 0.835 0.300 0.184 0.835 0.863 0.867

contr.-2 0.843 0.868 0.873 0.877 0.840 0.300 0.185 0.840 0.865 0.870

[51] NLP&IR@UNED 0.8074 0.8514 0.8564 0.8614 0.8054 0.3004 0.1854 0.8054 0.8484 0.8544

contr.-1 0.787 0.832 0.839 0.845 0.785 0.297 0.184 0.785 0.829 0.836

contr.-2 0.807 0.850 0.855 0.861 0.805 0.300 0.185 0.805 0.848 0.853

[52] UofSheffield 0.8074 0.8075 0.8075 0.8075 0.8054 0.2705 0.1627 0.8055 0.8055 0.8055

contr.-1 0.772 0.772 0.772 0.772 0.770 0.258 0.155 0.770 0.770 0.770

contr.-2 0.767 0.767 0.767 0.767 0.765 0.257 0.154 0.765 0.765 0.765

[72] trueman 0.7436 0.7686 0.7736 0.7826 0.7406 0.2676 0.1646 0.7406 0.7666 0.7716

elec-dlnlp 0.7237 0.7497 0.7607 0.7677 0.7207 0.2627 0.1665 0.7207 0.7477 0.7577

[24] check square 0.6528 0.6908 0.6958 0.7068 0.6508 0.2478 0.1528 0.6508 0.6888 0.6928

contr.-1 0.828 0.868 0.873 0.875 0.825 0.307 0.189 0.825 0.865 0.871

contr.-2 0.718 0.746 0.754 0.763 0.715 0.260 0.163 0.715 0.743 0.751

baseline (ES) 0.470 0.601 0.609 0.619 0.472 0.249 0.156 0.472 0.603 0.611

iit 0.2639 0.2939 0.2989 0.3119 0.2609 0.1129 0.0719 0.2609 0.2919 0.2959

Team trueman [72] retrieved the top 1,000 matching claims for an input
tweet along with the corresponding BM25 scores. Then, they calculated the co-
sine between the Sentence-BERT embedding representations for the input tweet
and for a candidate verified claim, and they used these cosines to update the
BM25 scores.

Team elec-dlnlp removed all hashtags and then used Transformer-based
similarities between the input tweets and the candidate claims along with Elastic
Search scores.

Team check square [24] fine-tuned sentence-BERT with mined triplets and
used the resulting sentence embedding to construct a KD-tree, which they used
to extract the top-1000 candidate verified claims. Their tweet pre-processing
included removing URLs, emails, phone numbers, and user mentions. Their
Primary and Constrastive-2 submissions used BERT-base and BERT-large, re-
spectively, as well as Sentence-BERT. These models were then fine-tuned us-
ing triplet loss. Their Contrastive-1 model was Sentence-BERT and multilingual
DistilBERT [69], which was not fine-tuned. Their results show that DistilBERT
performed better than the two fine-tuned BERT models.

Team iit used cosine similarities based on the embeddings from a pre-trained
BERT model between the input tweet and the candidate verified claims.



4.3 Evaluation

The official evaluation measure for Task 2 was MAP@5. However, we further
report MAP at k ∈ {1, 3, 10, 20}, overall MAP, R-Precision, Average Precision,
Reciprocal Rank, and Precision@k.

Table 8 shows the evaluation results in terms of some of the performance
measures for the primary and for the contrastive submissions for Task 2. The
best and the second-best submissions —by Buster.ai and by UNIPI-NLE— are
well ahead of the remaining teams by several points absolute on all evaluation
measures. Most systems managed to outperform an Elastic Search baseline by a
huge margin.

The data and the evaluation scripts are available online.14

5 Task 5en. Check-Worthiness on Debates

Task 5 is a legacy task that has evolved from the first edition of the CheckThat! lab,
and it was carried over in 2018 and 2019 [7, 8]. In each edition, more training
data from more diverse sources have been added. However, all speeches and all
debates are still about politics. The task focuses on mimicking the selection strat-
egy that fact-checking organizations such as PolitiFact use to select the sentences
and the claims to fact-check. The task is defined as follows:

Task 5 (English) Given a transcript, rank the sentences in the transcript
according to the priority they should be fact-checked.

5.1 Dataset

Often after a major political event, such as a public debate or a speech by
a government official, a professional fact-checker would go through the event
transcript and would select a few claims to fact-check. Since those claims were
selected for verification, we consider them as check-worthy. This is what we
used to collect our data, focusing on PolitiFact as a fact-checking source. For a
political event (debate/speech), we collected the article from PolitiFact and we
obtained its official transcript, e.g., from ABC, Washington Post, CSPAN, etc.
We would then manually match the sentences from the PolitiFact articles to the
exact statement that was made in the debate/speech.

We collected a total of 70 transcripts and we annotated them based on
overview articles from PolitiFact . The transcripts belonged to one of four types
of political events: debates, speeches, interviews, and town-halls. We used the
older 50 transcripts for training, and the more recent 20 transcripts for testing.
Table 9 shows some annotated examples, and Table 10 shows the total number
of sentences in the training and in the testing transcripts as well as the number
of sentences that were fact-checked.

14 https://github.com/sshaar/clef2020-factchecking-task2/



Table 9: Task 5, English: Debate fragments: the check-worthy sentences are
marked with Ì.

C. Booker: We have systemic racism that is eroding our nation from health
care to the criminal justice system.

C. Booker: And it’s nice to go all the way back to slavery, but dear God,
we have a criminal justice system that is so racially biased,
we have more African-Americans under criminal supervision
today than all the slaves in 1850.

Ì

(a) Fragment from the 2019 Democratic Debate in Detroit

L. Stahl: Do you still think that climate change is a hoax? Ì
D. Trump: I think something’s happening.
D. Trump: Something’s changing and it’ll change back again.
D. Trump: I don’t think it’s a hoax, I think there’s probably a difference. Ì
D. Trump: But I don’t know that it’s manmade. Ì

(b) Fragment from the 2018 CBS’ 60 Minutes interview with President Trump

D. Trump: We have no country if we have no border.
D. Trump: Hillary wants to give amnesty. Ì
D. Trump: She wants to have open borders. Ì

(c) Fragment from the 2016 third presidential debate

5.2 Overview of the Systems

Three teams submitted a total of eight runs. A variety of embedding models
were tried, and the best results were obtained using GloVe embeddings.

Team NLP&IR@UNED [51] experimented with various sampling tech-
niques, embeddings, and models. For each of their submitted runs, they trained
a Bi-LSTM model on the 6B-100D GloVE embeddings of the input sentences
from the debates. Their primary and Contrastive-1 runs used the training data
as it was provided, while their Constrastive-2 run used oversampling techniques.
The difference between their Primary and Contrastive-1 runs was in the weight
initialization.

Team UAICS [52] used TF.IDF representation and different models: multi-
nomial näıve Bayes for their Primary run, logistic regression for their Contrastive-
1 run, and decision tree for their Constrastive-2 run.

Team TOBB ETU [46] used logistic regression with two main features:
BERT prediction score and word2vec embeddings. They obtained the BERT
prediction score by fine-tuning the base multi-lingual BERT on the classifica-
tion task, and then added an additional classification layer to predict check-
worthiness. They also obtained an embedding for the input sentence by averaging
the word2vec embedding of the words in the sentence.



Table 10: Task 5, English: total number of sentences and number of sentences
containing claims that are worth fact-checking, organized by type of text.

Type Dataset Transcripts Sentences Check-worthy

Debates
Train
Test

18
7

25,688
11,218

254
56

Speeches
Train
Test

18
8

7,402
7,759

163
50

Interviews
Train
Test

11
4

7,044
2,220

62
23

Town-halls
Train
Test

3
1

2,642
317

8
7

Total
Train
Test

50
20

42,776
21,514

487
136

5.3 Evaluation

As this task was very similar to Task 1, but on a different genre, we used the
same evaluation measures: namely, MAP as the official measure, and we also
report P@k for various values of k.

Table 11 shows the performance of the primary submissions of the partici-
pating teams. The overall results are low, and only one team managed to beat
our n-gram baseline.

Once again, the data and the evaluation scripts are available online.15

6 Conclusion and Future Work

We have presented an overview of the third edition of the CheckThat! Lab at
CLEF 2020. The lab featured five tasks, which were offered in Arabic and En-
glish, and here we focus on the three English tasks. Task 1 was about check-
worthiness of claims in tweets about COVID-19. Task 2 asked to rank a set of
previously fact-checked claims, such that the ones that could help fact-check an
input claim would be ranked higher. Task 5 asked to propose which claims in
a political debate or a speech should be prioritized for fact-checking. A total of
18 teams participated in the English tasks, and most submissions managed to
achieved sizable improvements over the baselines using models based on BERT,
LSTMs, and CNNs.

We plan a new iteration of the CLEF CheckThat! lab, where we would offer
new larger training sets, additional languages, as well as with some new tasks.

15 https://github.com/sshaar/clef2020-factchecking-task5/



Table 11: Task 5, English: Performance of the primary submissions.

Team MAP RR R-P P@1 P@3 P@5 P@10 P@20 P@30

[51] NLP&IR@UNED 0.0871 0.2771 0.0931 0.1501 0.1171 0.1301 0.0951 0.0731 0.0391

contr.-1 0.085 0.259 0.092 0.150 0.100 0.120 0.090 0.068 0.037

contr.-2 0.041 0.117 0.039 0.050 0.033 0.070 0.045 0.028 0.018

Baseline 0.053 0.151 0.053 0.050 0.033 0.040 0.055 0.043 0.038

[52] UAICS 0.0522 0.2252 0.0532 0.1501 0.1002 0.0702 0.0502 0.0382 0.0272

contr.-1 0.043 0.174 0.058 0.100 0.050 0.050 0.055 0.045 0.025

contr.-2 0.033 0.114 0.028 0.050 0.050 0.030 0.035 0.018 0.019

[46] TOBB ETU 0.0183 0.0333 0.0143 0.0003 0.0173 0.0203 0.0103 0.0103 0.0063
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