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Abstract. In this paper, we describe the participation of our USDB
group (University of Saad Dahleb Blida) in the shared task T2 of the
eRisk Lab at the CLEF 2020 workshop. This task focused on measuring
the severity of the signs of depression from a thread of user posts. In
response to this task, we study the performance of two different deep
learning models (CNN and BiLSTM) in order to provide more perspec-
tives for depression researches.
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1 Introduction

Depression identification has been the subject of research of many fields, psy-
chiatry, psychology, medicine and even sociolinguistics fields. Depression comes
in different degrees and the examinations are usually done through one of the
popular questionnaires used by psychologists, such as the Center of Epidemio-
logic Studies Depression Scale (CES-D) [26], Beck’s Depression Inventory (BDI)
[4] and Zung’s Self-Rating Depression Scale (SDS) [38]. But, these examinations
lack empirical data as they use the patient’s observations or a third-party’s ones
which puts the results under the risk of flawed subjective human testing that
can be manipulated easily, often with the purpose of gaining antidepressants or
just to hide one’s own depression from peers [21].

Twitter, Facebook and Reddit are different social media platforms that allow
people to share their opinions and their personal thoughts. It has been proven
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that such data can be used to study clinical matters, especially when it comes
to mental illnesses like depression.

Many research works have analyzed the prowess of these data for determining
indications of depression. Furthermore, the scientifc community has set forth
different shared tasks like eRisk (Early Risk Prediction on the Internet) of CLEF
(Conference and Labs of the Evaluation Forum).

In this paper, we describe the participation of our team USDB to the CLEF
eRisk 2020 task 2. The goal of the task was to measure the severity of the signs
of depression, considering a set of user posts on Reddit. Participants had to
answer the standard BDI depression questionnaires using the text of postings
for 70 users.

Our team proposed an approach based on deep learning models to auto-
matically fill the BDI questionnaire that are Convolutional Neural Networks
model (CNN) [15] and Bidirectional Long Short Term Memory model (BiLSTM)
[3,35,36], which is a type of recurrent neural network. Subsequently, to generate
different runs, we use two statistical methods. For the first time, neural networks
are used for the task of measuring the severity of the signs of depression.

The rest of this paper is organized as follows: section 2 presents related works
that tackled the same problem as ours. In section 3, we explore our proposed
approach. The following three sections are dedicated to the description of the
dataset, the metrics evaluation used and the results obtained. Finally, we con-
clude the paper and discuss future perspectives for our proposed approach.

2 Related work

Since 2017 until now a shared task on eRisk has been organised. In 2017 and 2018,
the challenge consists in performing a task on early risk detection of depression.
Several researchers were focused on detecting depression. [9,28,30,19,22,27,33,31,7]
are different approaches that propose interesting models and evaluate them using
eRisk dataset.

In 2019, a new task was added. Measuring the severity of the signs of depres-
sion consists of estimating the level of depression from a thread of user submis-
sions. The results of all participating teams can be found in [17]. [29,2,6,32] are
several works of different teams.

In paper [29], authors proposed a rule-based method that combines machine
learning with psycholinguistics and behavioural patterns. They divided the 21
questions into 6 groups that are : Depression, Guilt, Appetite, Anxiety, Fatigue
and Sleep. Based on the presence of occurrences of the features considered for
each group, they produced responses for each user.

In their work, [2] extracted features from users using the GPT-1 (Generative
Pre-trained Transformer version 1) language model [25,37] and Linguistic Inquiry
Word Count tool (LIWC) [23]. They predict responses in two ways, an unsuper-
vised and supervised one. For the unsupervised manner, they used an approach
based on vectorial representation of the user and vectorial representation of pos-
sible response using GPT-1. Cosine Similarity between vectors was calculated



to choose the user’s response. For the supervised way, they used data of a PhD
study, where Psychology students answer the BDI and other questionnaires and
also completed parts of writing about a negative personal problem. Next, they
trained support vector machines using the training data. They also submitted
another supervised approach that used GPT-1 features and AutoSklearn [10].
Paper [2] concluded that without training dataset, tasks were not easy and are
unsupervised and data must be annotated to improve the quality of depression
prediction.

The Paper of [6] used SS3 [5] which is a word-based classifier that estimates
risk based on term statistics. To train SS3, they adapted the dataset of eRisk
2018 depression detection task. They transformed the output of SS3 from a 2-
dimensional vector into a BDI depression rank. All the questions were answered
with 0 for persons whose depression rank was less or equal to 0. For the others,
they used different methods (based on textual hint, word matching. . . ). SS3
obtained the best AHR and ACR values, and the second-best ADODL and
DCHR.

To automatically fill in the BDI questionnaire, the authors of [32] developed
four models. They submitted only the results of the fourth model. The models
are:

– Word polarity model using the Multi Perspective Question Answering (MPQA)
subjectivity lexicon [34,1].

– Mutual information model by creating a training dataset from Reddit and
using the mutual information measure to extract important tokens from
depressive messages [14].

– Semantic similarity model which is based on post-level representation. The
pre-trained GloVe word embeddings [24] is used to represent the words.

– In the fourth model, the results of the three models are combined using
voting.

[16] say that no team was able to reach best results for each of the evaluation
measures because of the difficulty of the challenge and probably the similarity
of the approaches.

3 Method

In this section, we will introduce the architecture of our proposed approach (see
Fig. 1). First, we do preprocessing of posts. We extract keywords that contain
most important information by removing special characters, punctuations, URL
and stop-words. Words would all be stemmed and lemmatized to remove noise
from posts.

Some of the publications are longer or shorter. Padding is then necessary,
because we need to have the inputs with the same size. We fixed the sequence
length of posts to 250 and shorter input sequences are padded with zeros.

Next, we transform distributed representations of words in a vector space
using the Skip-gram model [20] which is used to predict the context word for a



given target word. For a given sequence of words, the objective is to find word
representations that are useful for predicting the surrounding words in a post.

After that, the sentences are encoded by means of a CNN or a Bi-LSTM
model. Our first method is based on a CNN model, one of the most popular
deep neural networks. Our model consists of :

– two one-dimensional convolutional layers,
– max-pooling layer : maintains only the most important words in each feature

obtained from the previous layers,
– two others one-dimensional convolutional layers,
– fully connected input layer: flattens the outputs of the convolutional layer

to map them into a single vector,
– fully connected layer:applies weights to predict the correct label,
– fully connected output layer:gives the final probabilities.

In these layers, each linear activation is run through ReLU (Rectified Linear
Unit). The rectified linear activation function will output the input directly if is
positive, otherwise, it will output zero.

Our second method involves the usage of Recurrent Neural Networks (RNN)
[8,12] with Long BiLSTM [11] to make predictions on sequences of texts. LSTM
[13] is used in different problems due to their ability to remember information
over long periods of time. LSTM use 3 gates to capture Long Term Dependen-
cies: Forget Gate for adding information to the cell state, Input Gate to choose
what component of previous cell state must be forgotten and Output Gate to
ascertain information to output at current cell state. The BiLSTM model brings
the advantage of maintaining two separate states for inputs using two different
LSTMs. The first LSTM is going forward from the beginning of the sentence,
while in the second LSTM, the input sequence are fed in backward. BiLSTM al-
lows capturing information of surrounding inputs and learning faster than LSTM
model.

Last, for the two deep learning models we have a final layer, in which the
representation is fed to the final fully connected softmax layer as an output
feature vector. The results will be decimal probabilities for each answer. Each
publication has only one answer for each question.

For each post, our two models generate 21 outputs that are answers to the
BDI’s questions. Finally, in order to know the level of depression for a user, we use
two statistical methods to generate 4 runs. The two first runs concern the CNN
model when the BiLSTM model is applied for the others. For run1 (CNN_max)
and run3 (BiLSTM_max), we calculate for a question the frequency of each
generated answer to choose the most recurrent answer, which makes it as relevant
as possible. For run2 (CNN_suite) and run4 (BiLSTM_suite), we calculate for a
question, the higher length sequence of a same answer for all generated answers
from which we choose the answer of the higher value to be a response of this
question.



Fig. 1. The architecture of our proposed approach.



4 Dataset description

eRisk 2020 Task 2 is a continuation of 2019’s task 3. This year, a dataset with
70 files was provided. Each file contains a set of posts of one user on Reddit. In
Table 1, we present the characteristics of the dataset.

Table 1. Statics on the eRisk 2020 Task 2 dataset.

Number of users 70
Number of posts 35562
Average number of posts per user 508
Min number of posts per user 25
Max number of posts per user 1355

Based on a user’s history of posts, task 2 was aimed to estimate the depression
level of a user by automatically answering each individual question derived from
the BDI questionnaire. The questionnaire has 21 questions in different classes of
feelings like sadness, pessimism, crying, loss of energy, etc.

The possible responses are 0, 1a, 1b, 2a, 2b, 3a, 3b for questions 16 and 18
and 0, 1, 2, 3 for the rest of the questions.

The 2019’s questionnaires and their golden truth responses were provided.
Thus, they can be used as a training dataset.

5 Metrics evaluation

Four metrics are used for results evaluation:

– Average Hit Rate (AHR): where HR calculates the percentage of cases
where our answers are the same as the golden truth responses.

– Average Closeness Rate (ACR): computes the absolute difference be-
tween our answer and the true one.

– Average Difference between Overall Depression Levels (ADODL):
for a user, the absolute difference between the generated overall depression
score (sum of all the answers) and the real score is calculated.

– Depression Category Hit Rate (DCHR): Four depression categories
based on the sum of all answers of the 21 questions can be found. The cat-
egories are minimal depression, mild depression, moderate depression and
severe depression. DCHR verify the depression category of the real question-
naire with the category of the automated obtained answers.

More details about these used measures and examples are given in [17].



6 Results

In this year, 5 teams submitted 17 different runs to the eRisk task 2. Our team
submitted 4 runs to this task. Table 2 shows our results comparing to the best
results for each metric. The results of all participants can be found in [18]. We
observe that no single team was able to achieve the best results for each of the
four metrics evaluation.

Comparing only our runs, run 2 and run 4 did not perform well on the
dataset. Although, run 1 performed the best in the AHR with 34.97% of the
answers right and the best in the DCHR which is able to predict the correct
depression severity category for 25.71% of the users. In contrast to the 3 runs,
run 3 had higher ACR (67.78%) and ADODL (79.30%) scores. Therefore, we
notice that using the first statistical method based on the frequency of answers
is better than using the second method based on the higher length sequence of
answers.

Most importantly, we believe combining the CNN model with the BiLSTM
one could improve the feature extraction process and enhance the model’s per-
formance to predict better results.

Table 2. Evaluation of our runs along with the best results achieved in task 2.

AHR ACR ADODL DCHR
Run1:CNN_max 34.97% 67.19% 76.85% 25.71%
Run2:CNN_suite 32.79% 66.08% 76.33% 17.14%
Run3:BiLSTM_max 34.01% 67.78% 79.30% 22.86%
Run4:BiLSTM_suite 33.54% 67.26% 78.91% 20.00%
Best scores 38.30% 69.41% 83.15% 35.71%

7 Conclusion

The aim of this article is to exploit artificial intelligence’s deep learning models
in order to measure automatically the severity of the signs of depression from an
individual’s posts. We described the participation of our research group at task
2 of the CLEF eRisk 2020 using using the CNN model, the BiLSTM model and
statistical methods to generate runs.

We conclude that no run was able to predict overall depression better than
other because this task is not easy and a training dataset with 20 users is not
sufficient.

For future work, we plan to principally combine the CNN model with the
BiLSTM one and we will analyze in more details the obtained results.
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