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Abstract

Board games always need algorithms for players to be a challenge for people. The only way to increase playability for people
is to create an algorithm that will be intelligent enough to beat a human. In our paper we decided to implement an algorithm
based on reward and punishment, which decides every turn which move is the best, considering the situation on the board.
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1. Introduction

Game development is important due to many different
factors, and above all entertainment. It is notewor-
thy that players drive their development by placing
greater and greater requirements regarding the story
as well as the quality of the game. This means that
newer games need more computing power, so the de-
velopment of equipment that allows them to run is
driven very fast. The plot, the world surrounding the
hero are also important and quite often both elements
are generated by algorithms that must be constantly
developed and improved. In addition, the behavior of
opponents is important for the whole game, which is
commonly called as artificial intelligence. All these
elements are constantly being developed in order to
improve the quality of multimedia games production.
Improvements in network for remote gaming are also
envisaged [1].

The development of game analysis strategies and
artificial intelligence activities point to milestones in
this field. One of the biggest is the algorithm that de-
feated the world champion in the game of Go, which is
considered much more difficult than chess [2]. Other
types of games are also analyzed by the researcher
what can be seen in [3]. The authors proposed a new
strategy for solving fuzzy matrix games. In [4], the
authors described a sequential model for the predic-
tion of poker moves. Again in [5], the idea of using
eye gaze to play cards with the use of artificial neural
networks was presented. In fact the neural networks
have proved to be a very powerful tool for predictions
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in different fields [6, 7, 8] .

Last year brought different types of reality games
like virtualcit [9] or augmented [10, 11] which are still
improved. In [12], the authors presented the results of
their analysis that games help students learn. Again
in [13], the idea of gamification is described with some
results based on conducted experiments.

In this paper, we propose a solution for playing check-
ers, where the current iteration of the game is analyzed
on the basis of the reward and punishment technique.

2. Checkers’ rules

Checkers are one of the most known classic board ga-
mes based on strategic thinking. They were invented
probably in the XII century and since then there were
created many variants of board and play. The basic
and the only one being sport discipline is International
Checkers also called Polish Checkers, where the board
is 10 x 10 tiles and each player has 20 checkers. How-
ever, the most played by people is the English variant
with 8 x 8 board and 12 checkers per player.

The board is divided into black and white tiles ar-
ranged alternately, which in our program is grey and
yellow to better recognition of checkers, which also
are black-white. We used an English variant with check-
ers set on black tiles. According to the assumption
each player has 12 checkers set on the opposite edges
of the board in three rows. This arrangement of po-
sition is shown in Fig. 1. The goal of this game is to
take off all enemy’s checkers — then the winner is the
player who has at least one checker on the board.

This game requires strategic thinking and consider-
ing possible movements of the enemy, and, which is
the most important, ability to change a plan depend-
ing on the situation on the board.

We assume that checkers can move only diagonally
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Figure 1: Starting positions of the checkers.

on the black tiles and they can move one tile per turn.
The situation, when we want to take an enemy’s check-
er in the neighborhood. Then tile behind this tile must
be empty and our checker jumps over enemy’s one,
so it moves over two tiles. Changing the checker to
"King" is a second exception. King can move over the
whole board diagonally on black tiles.

One of these movements is treated as one turn, but
after taking an enemy’s checker player can move again
in the same turn. A second player’s turn starts when
the first player will move without taking his checker.

According to the description above, we had to set a
few basic assumptions:

« checkers can move backward,

« checkers can take others checkers backward,
« taking checkers is not obligatory,

« checkers can take kings,

« king can move in diagonal line through whole
board,

« boardis 8 x 8,

« checkers move on black tiles,

player with white checkers starts.
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Figure 2: Board with marked checker.

3. Algorithm

The purpose of our algorithm is to find the best option
to move during one turn. We may divide it into a few
parts.

3.1. First Step

Let us assume that a checker is on (x, y). In this sit-
uation, depending on the position, it can have maxi-
mally four directions to move, which are checked to
classified as possible or not possible to move. It will
be classified as not possible when our checker is on
the edge of the board or a checked tile is not empty.
For example, the checker marked as red in Fig. 2 has
two options to move — left-up and right-up - because
two tiles below him are used by other white checkers.
Because our coordinates starts in top left corner, these
tilesareon (x - 1,y - 1) and (x + 1,y - 1).

3.2. Second Step

After finding all the options for a turn, we have to
calculate which of them is the best option. This cal-
culating is based on the sum of rewards and punish-
ment connected to these movements. As a reward, we
treat being close to changing into the king and tak-
ing the enemy’s checker. Alternatively, punishments
mean being possibly taken in the next enemy’s move.

Let us set s(x, m, n) as this sum for the one move-
ment. According to our function, it will be a sum of



three values:

« reward for being closer to be a king:

A basic assumption in this option is the fact, that
being closer to being a king means being closer
to the enemy’s edge of the board. Additionally, it
isimportant, how many checkers have the player.
It will be more urgent to have a king when the
number of checkers is smaller - it would be very
useful to have a king when there is only one left
checker on the board.

We needed a function, which will increase with
increasing tile counter x — a number of tiles be-
tween player’s edge of the board and a checker -
and which will have bigger values for a smaller
number of checkers m. We defined a function:

d(x. sin(x)

m) = | | (1)

« reward for taking enemy’s checker:

The second reward is the situation when a player
can take the enemy’s checker. Because it is a
goal of the game player should be focused on
this - so if the player can take enemy’s checker
it must be his priority - unless his winning is in
danger. Additionally, this move causes the pos-
sibility of the next move, so another value to the
reward — all these rewards are calculated as a
reward of this turn.

It is worth noticing that the less enemy’s check-
ers, the better is the player’s situation. Accord-
ing to this, we assumed that it is more urgent to
take enemy’s checkers’ when there are fewer of
them - to finish the game quickly. We needed
a function dependent on a number of enemy’s
checkers n and player’s checkers m and we de-
fined simple increasing function:

flmon) = —,

mn

m,n € [1,12] (2)

« being taken:

Being killed must be punished — we have a sim-
ilar situation to the taking enemy’s checker. If
the move will cause the possibility of being taken
by the enemy’s checker, a value of s has to be
smaller to avoid this. To balance the difference
between taking and being taken we used the same
function as punishment, but we will subtract it:

k(mm) = ——

m=n

m,n€[1,12] (3)
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Algorithm 1 Proposed Player’s Movement Algorithm

1: Start,

2: for each player’s checker do
3:  for each diagonal direction from the checker do
4 calculating rewards according to Eq. 4.
5:  end for
6: end for
7. set best=0,

8: for each s do

9 if s > best then

10: best = s

11:  end if

12: end for

13: Return best as final movement.
14: Stop.

In this situation our s will be defined with following
equation:

s(x, myn) = d(x,n) + f(n) - k(m,n) + r (4)

where x € [0,8] is number of tiles from player’s
edge, m € [1,12] and n € [1, 12] are respectively num-
ber of player’s and enemy’s checkers left on the board
and r € (0, ﬁ) is random value.

Value of s is calculated for each possible move in this
turn (so each possibility for each checker) and the next
algorithm finds the best of them, which is equivalent to
the biggest one. This value is treated as the best option
to move considering the situation on the board.

Random value r was added to make small differ-
ences between possibilities which are simple moves
towards the end of the board and where x is the same.
Then s would be the same value. Without r algorithm
became predictable, because it would choose the first
of the option with the same value. r allowed to make
small differences between them.

The whole algorithm of one turn is shown above.

4. Experiments

During experiments, we focused on the impact of a
number of enemy’s and player’s checkers and addi-
tionally on the position of checked tile. Fig. 3 shows
us the dependence of reward and position of checked
tile.

On the axis OX, we located tiles from the player’s
edge to the enemy’s edge and on the OY is calculated
to reward s. On this figure we can see two considered
options for the move:

« move towards enemy’s edge without taking or
being taken,
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Figure 3: Comparison of reward depending on player’s and
enemy’s checkers.

« taking the eighth enemy’s checker.

First, one is our d(x, m, n) and is assigned to blue
functions on the Fig. 3 They are changing in the con-
nection to a number of player’s checkers. This func-
tion is a function corresponding to the need of hav-
ing a king and increases with a decreasing number of
player’s checkers. Red function means the reward for
taking the eighth enemy’s checker.

We noticed that taking the enemy’s checker is more
rewarded in any place of the board for more than five
player’s checkers. The situation is more complicated
when a player has five or fewer checkers — for five
checkers and for the fifth tile algorithm will choose to
go further to be a king.

This whole algorithm decides about priorities dur-
ing the play but is not good enough to choose always
the best option from a human’s point of view. An ex-
ample of a bad decision is shown in Fig. 4.

Here we have the same two options which are men-
tioned above, but this time after taking one enemy’s
checker, the player can take another two, decreasing
the number of enemy’s checkers to 10. It will do it if
player’s checkers are mostly above 3, but for 1, 2 or 3
checkers, it will still go to the edge of the board, ignor-
ing the opportunity to take three enemy’s checkers.

Another situation is visible on the bottom of the
Fig. 4 — when the player has even his full set of 12
and the enemy has 12 too, the player will choose to
go further instead of taking one enemy’s checker.

One of the most popular algorithms for games is the
minimax algorithm. This algorithm finds the best op-
tion for the chosen player, considering possible moves
for both players and finds the best option from every
combination of moves. It ensures that literally the best
of all moves will be found, however simultaneously re-
quires much more computing power during each turn
to check if the best option is still the best one — because
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Figure 4: Example of choosing not the best option.

an enemy may do the move which was not included in
chosen series of moves.

It means, that our algorithm is more exact than for
example minimax algorithm, but is faster and better
for a quick game.

5. Conclusions

In this paper, we showed a reward and punishment
based algorithm as a possible algorithm deciding how
to move in checkers. Our algorithm turned to be good
enough to play against an intelligent person, however
with a trend to lose checkers at the beginning of the
game. It is much better in choosing how to move when
a number of player’s and enemy’s checkers changes
dynamically during the game.

In future papers, we will focus on increasing the ef-
fectiveness of the algorithm at the beginning of the
game.
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