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Abstract
In the last two decades, the use of online resources in educational settings has seen an unprecedented growth. Regrettably, students’ online inquiry competences (OIC) are not necessarily well developed to face problems involving information intensive domains. While different OIC development approaches have been proposed to address this situation, these fail in timely identifying their effects on students’ OIC applied to practical search scenarios. To address this drawback, in this article we study models to predict students’ search performance in the context of an OIC evaluation test. Our approach focuses on exploiting demographic, behavioral, cognitive, and affective features, to predict – at four points of the overall search process – whether students succeed or fail in finding relevant documents to accomplish a research task. Our preliminary results show that it is possible to anticipate the overall search performance of students with moderate accuracy at the 25%, 50%, 75%, and 90% of the search session progress. These findings illustrate potential benefits and limitations of using non-obtrusive aggregated signals to timely predict search performance in learning contexts.
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1. Introduction
Internet, and particularly the World Wide Web (WWW), has become the main resource for students who look for information to complete their school assignments. Although abundant, not all the content on the Web is curated[1]. This poses a major problem for students who may not be well equipped in terms of OIC. Indeed, knowing what information is needed and how to search for it (i.e., some component skills of OIC) is crucial to succeed in online research [2]. To tackle this problem, different approaches to help students in the development of OIC have been proposed [1, 3]. A fundamental limitation of these approaches is their inability to timely determine whether students will succeed or fail when engaging in actual search tasks.

In the context of OIC development, knowing in advance how a student will perform in a search task could be particularly useful to both educators and students. First, educators could offer opportune feedback and support to their students, thus avoiding late evaluations typically available only after tests are completed. Second, students themselves could be more aware of their own performance, which could help them to correct themselves or look for support. In educational contexts, prediction focuses on forecasting performance by estimating unknown values of variables that characterize students. Such values typically relate to performance, knowledge, and scores. Prediction can be also used to identify learning styles, determine whether a student will answer a question correctly, model knowledge changes, and determine non-observable learning variables [4].

In this article, we explore the possibility to anticipate student’s search performance by exploiting a set of demographic, behavioral, cognitive, and affective features through machine learning. The remaining sections of this article are organized as follows. First, we describe the methodological approach adopted for this work. Second, we present preliminary results. Finally, we conclude with a discussion of the results, their implications, and future work.

2. Method
2.1. Dataset
To conduct this study, we relied on a subset of the data collected as part of the iFuCo project [5]. Our sample contains search sessions from 350 Finnish students performing two independent research tasks, this in the context of an evaluation of OIC. A summary of demographic data of the students whose records are included in our study is presented in Table1.

Records in this dataset were captured through NEURORISE (oNline inquiry expeRimentatiON) [6].
This system offered a realistic simulation of a search engine operating on a controlled collection of web documents for each research task. The document collection was developed by the research team and comprised 20 web pages per tasks, three of them defined as relevant. Regarding the latter documents, these were created by researchers and all three were required to be found in order to accomplish each research task.

The dataset contains various types of data, which includes behavioral, cognitive, affective, and demographic variables. Table 2 lists all the variables included in this dataset.

### 2.2. Analysis procedure

Our general approach to evaluate the feasibility of predicting search performance focuses on four moments within students’ search sessions: early (25%), middle (50%), late (75%), and close-to-end (90%). Based on this nominal division, we aim to compare different models in the classification task of whether students will fail or succeed in the overall search task (i.e., binary classification).

To determine whether a student failed or succeeded in the search tasks, we relied on search score, a process-based measure defined in [7]. This measure accounts for both, the success in finding relevant documents and mistakes made during the search process. Since search scores range from 0 to 5, we defined a threshold of 3.3 to balance the data. This value was set to keep a slightly balanced dataset of pass/fail cases. Thus, students with a score of 3.3 or higher were labeled as Pass (46%), whereas those below this threshold were labeled as Fail (54%).

Following, we normalized search sessions, which lasted a maximum of 8 minutes. Normalization was necessary to have all sessions in a common duration scale, which were now expressed from 0% to 100%. Next, we proceeded to generate four additional subsets of sessions based on the four moments stated above. As a result, the first set contains session data of each student from 0% to 25%, the second set comprised data from 0% to 50%, and so forth. Each subset contained the Pass or Fail label computed at 100% of each search session (See Figure 1).

We followed the Knowledge Discovery in Data bases (KDD) process with each dataset, thus we performed data selection, preprocessing, transformation, data mining, and evaluation/interpretation to derive knowledge. To implement these stages, we used both Weka and R.

![Figure 1: Subset generation based on normalized search sessions.](image-url)
connection problems) and those with corrupted data. These problems were mainly caused by connection problems or incompatibility of browsers with NEURONE.

Once features were selected, preprocessed, and transformed, we created vectors of features containing aggregated session data (mostly behavioral) until the corresponding interval (i.e., 25%, 50%, 75%, 90%). In addition, these vectors contained prior-session features from demographic, cognitive, and affective variables. Finally, Pass/Fail labels (i.e., class) were added. Overall, our vectors contained 21 features plus the class.

With these vectors, we proceeded to identify prominent features and build binary classifiers through different algorithms and approaches. Results achieved by these classifiers in the task of determining the pass/fail labels are presented in the following section.

### 3. Results

After building vectors in each subset, we ran automatic attribute evaluation in order to determine which features could contribute the most to the classification task. This procedure was conducted using two Weka algorithms, namely, CFSSubsetEval and InfoGainAttributeEval. As a result of this procedure, eight groups of features were identified, two per subset, as shown in Table 3. Additionally, we performed attribute scanning, which led us to discard or include other features in all four subsets. On the one hand we discarded variables related to clicks in relevant and non-relevant pages since they did not improve nor worsen classification performance. In other words, their presence increased problem dimensionality in terms of features unnecessarily. On the other hand, we included cognitive measures (i.e., prior knowledge and perceived task difficulty) and an affective measure (Pos) as input variables to the search process [9].

Next, by combining the selected features (those in Table 3 and positivity score (Pos)) following a brute-force approach, we built classifiers through linear regression, logistic regression, Naïve Bayes, JRIP, J48, random forest, multilayer perceptron, SMO RBF kernel, and SMO poly kernel. All models were trained and tested through 10-fold cross-validation. The classes in all cases were linked to the Pass/Fail labels computed at 100%, hence our classifiers were actually prediction models attempting to determine the overall search performance of students. Results were compared in terms of precision, F-Measure, number of attributes, and area under the ROC curve (AUC). A summary of the best results achieved at each time point (in terms of AUC) is presented in Table 4.

### 4. Discussion

As illustrated in Table 4, different models, with different set of features achieved the highest AUC at different time points. At an early stage of students’ search processes (i.e., 25%), our best model is based on linear regression over 11 features with an AUC of 0.736 and an error of 30%. Then, at 50% of search sessions, the best model is also based on linear regression, however the set of features is slightly different and performance increases in 4.6% in terms of AUC. Later on, at 75% of search progress, the best model is based on random forest over six features. In this case, performance in terms of AUC shows an increment of 12.36% with respect to our early-stage best model. Also, a reduction in error by almost 7% is noted. Finally, very late at students’ search sessions (i.e., 90%), the best model is based on logistic regression over 10 features. In this case, AUC is 0.866, whereas error was reduced to 19.55%.

In this group there are features involving time spent in relevant and non-relevant pages, query-related features, document coverage, and mouse movements, to name a few. In addition, we highlight that sex (i.e., a demographic feature) appears as a prominent feature used by our best performing models at 25%, 50%, and 75%. Additionally, an affective feature (Pos, which ex-
press valence in a negative-positive scale) was present in the best performing model at 25%. Likewise, prior knowledge on the topic (PK) and perceived task difficulty (PD) are used in the best performing model at 50%. We note that these particular input features, which are captured before search sessions start, seem to play some role in the way search processes are carried out. On the one hand, the fact that sex appears in three out of four models (Table 4), indicates that girls and boys may exhibit particular search patterns that could be linked to search performance. On the other hand, the presence of an affective feature (i.e., Pos) also supports the idea that searchers’ initial affective states may shape their search behaviors and their relevance assessments (e.g., participants in negative states being more systematic than those in positive states) [10, 9].

As expected, the earlier in the search process, the higher the level of uncertainty to correctly predict the overall search performance. On the contrary, the later in the search process, the higher the level of certainty to determine whether students will succeed or fail once search sessions were completed. Despite the low-performance of classification models at 25%, this shed light that, to some extent, it is possible to timely predict students’ search performance. More interestingly, our best model is rather simple and it relies on variables that can be captured easily in controlled and open environments (e.g., mouse actions, query formulation features, some demographic data).

As for limitations of our prediction approach, the fact it is based on aggregated data at different moments of students’ search leads to data loss. Indeed, the history of students’ actions while searching for information (e.g., query formulation, page visit, scrolling actions, query reformulation, bookmarking, etc.) is compressed into single measures (e.g., means, sums, counts). Such chain of actions could be crucial to anticipate how students will perform in the short and long term. In this sense, our future work will concentrate in studying prediction approaches that take into account the dynamics of search behaviors. Among these approaches we consider Markovian models and SVM with string-based kernels.
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