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Abstract
The COVID-19 emergency has shown that elderly people living in Assisted Living Houses (ALHs) have
been highly exposed to the virus. Besides health problems, during the social distancing restrictions,
the elderly were also strongly affected by loneliness due to a lack of contact with their loved ones.
Innovative solutions for ALH based on Social Assistive Robotics can reduce the risk of infection and,
at the same time, improve the quality of life of elderly people. In this work, after a brief overview on
the Pepper4Elderly project, we focus on the role of empathy and affective behaviors in human-robot
interaction when the robot is used as a caring agent to assist and entertain the elderly guests of ALHs.
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1. Introduction

The COVID-19 emergency has shown that elderly people living in Assisted Living Houses
(ALHs) have been highly exposed to the virus. Social Assistive Robots (SAR), thanks to Affective
Computing (AC), Computer Vision (CV) and Human-Robot Interaction (HRI) technologies, can
support seniors in Assistive Living Houses (ALHs) in their daoly tasks with socially acceptable
behaviors. Moreover, with the use of SAR, the workload of ALH staff can be reduced and the
safety levels of both operators and elderly people can increase.

To this aim, the Pepper4Elderly project proposes a solution based on the use of the Pepper
robot acting as a natural and intelligent interface to services specifically designed for assisting
elderly people in ALHs. Pepper4Elderly addresses the ALHs need for innovative solutions
to face COVID-19 emergency management by: i) minimizing the transmission of the virus
and, therefore, mortality; ii) ensuring the protection of guests and health professionals; iii)
maintaining communication between guests and their relatives; iv) offering entertainment and
company to ALH guests and monitoring their mood.
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Then, the general goal of the Pepper4Elderly project is to employ the Pepper robot as a
natural interface to heath-care services with the added value of establishing a social relation
with the user.

Indeed, in assistive environments, social robots are being used for care services since their
physical embodiment, the use of a combination of verbal and nonverbal cues and the possibility
to interact with them naturally increase people’s engagement with and trust ([1, 2]).

Recent research demonstrated that robots can positively shape human-to-human communi-
cation, extending social communication with the introduction of artificial agents, thus, making
possible the existence of hybrid systems composed by humans and virtual agents [3].

However, in order to increase the acceptance of such a technology, the robot, besides consider-
ing only a service-oriented response to the user needs, has to take into account the establishment
of social relationships. Psychologists indicate that affective behaviors and empathy, in particular,
have a beneficial effects on attitudes and relationships [4]. Empathy has been shown to play
a key role in patient-centered care, because it implies the understanding of the other inner
affective state [5, 6]. Previous works showed that empathic agents and robots are perceived as
more caring, likeable, and trustworthy than agents without empathic capabilities [7, 8, 9, 10].

Taking these findings into account, this paper focuses on a specific socio-affective layer which
enables Pepper to recognize and monitor emotions and mood of users, in order to trigger the
most appropriate coping empathic strategies.

2. Pepper4Elderly

The problem of taking care of the elderly is becoming extremely relevant, because significant
demographical and social changes affected our society in the last decades. The COVID-19
emergency emphasized issues regarding both the safety of older people living in caring houses
and their loneliness due to isolation.

In this perspective, the use of technologies may improve the quality of life of elderly people
living in AHLs by providing cognitive and physical support, and easy access to the environment
services [11, 12, 13, 14].

Pepper1 is a social robot that has the characteristics to intervene effectively as a caring
assistant in ALH: it interacts through speech, gestures, colors and sounds, and has a tablet
on its chest that can be used for telepresence activities. Pepper can move autonomously after
scanning the environment and can support the social-health operators in carrying out their
tasks, reducing the frequency with which they must come into close contact with patients.

Following the human-in-the-loop paradigm, we propose a solution in which human operators
may be involved in the care process without requiring their physical presence. Operators can
use the robot as an interface to patients and can provide useful feedback to adapt the robot’s
behavior. In addition, the robot will be endowed with autonomous behavior aiming at detecting
and monitoring the states of the elders and, at the same time, interacting with them to execute
exercises or to remind therapies and planned actions.

To increase acceptability, usability and user experience, the robot will be equipped with
behavioral models that make the interaction plausible and engaging.

1Softbank Robotics



Computer Vision solutions will be used for the analysis of the facial expressions of elderly
people, in particular those related to affective states and a model for classifying emotions form
the speech prosody will be integrated to address the task of multimodal emotion recognition.
According to the recognized affective state and to the context of the elder people, Pepper will
reason and act empathically. To this aim, it will be endowed with a computational model of
empathy [10]. Such model distinguishes between cognitive empathy (i.e. understanding how
another feels) and affective empathy (i.e. an active emotional reaction to another’s affective
state), in order to provide a complete definition of empathic behavior.

In order to model the cognitive aspect of empathy, Pepper will not only recognize an affective
state, but also understand what caused it. To this aim, the robot will reason on the situation
and, according to an extended Belief-Desire-Intention (BDI) architecture [15], which takes
affective factors into account, it will decide which empathic goal to achieve by executing the
most appropriate plan of actions. The reasoning will be modeled using consolidated formalisms
- such as Dynamic Belief Networks [16] and Fuzzy Logic [17] - that are suitable for simulating
human reasoning by dealing with uncertainty, typical of natural situations that gradually evolve
during time [18]. In this way Pepper will be able to simulate both the components of empathy,
since a social emotion is triggered in the robot as a consequence of its perception of the user’s
state. The resulting prototype will be tested both by psychology experts and through user study
with elderly guests of an ALH.

In particular, the experimental study will aim at testing two conditions: Empathic Robot
(ER) vs. Non-Empathic Robot (NER) in which Pepper acts only as an interface toward services.
The study will be conducted in an ALH with elderly people. To measure results, specific
questionnaires will be developed by cooperating with psychologists who are expert in this
field. In addition we will collect and analyse behavioral data so as to relate senior’s reactions to
robot’s behavior.

3. Modeling Empathic Behavior

In the context of the Pepper4Elderly project, we plan to use the Pepper robot as a natural
interface towards environment services and at the same as an embodied companion. Several
studies confirmed that elderly users like to interact with social robots and to establish a social
relation with them [19, 20, 21]. Developing the social component of the interaction requires the
development of user models that involve reasoning on both cognitive and affective components
of the user’s state of mind, as in the case of the simulation of the empathic behavior. To have a
baseline to start for developing such a behavior, we look at available definitions of empathy.
Empathy is seen as the ability to perceive, understand and experience what others are feeling,
and to communicate such an understanding to them [22]. Baron-Cohen distinguishes between
cognitive and affective empathy. Cognitive empathy refers to the understanding of how another
feels, while affective empathy represents an active emotional reaction to another’s affective
state [23]. In the field of HRI, researchers have demonstrated the benefits of empathy in robot
behavior design [7]. Many of them address only the affective dimension of empathy [24].
However, the cognitive component seems to be relevant to attribute an empathic behavior to a
robot.



Figure 1: The proposed empathic behavior model.

According to the results of a previous study [10], the perception of empathy increases when
the robot shows that it understands the reason of the user’s state. Therefore, it is important to
endow the robot with the capability of recognizing as precisely as possible the emotional state
of the user, because a wrong recognition may compromise empathy. On the other hand, it is
also important that the generated behaviors are accurately designed. To this aim, we defined
the architecture of the robot’s reasoning (Figure 1) by including:

• the recognition of the user’s affective state starting from his behavior;

• the feeling generated by this situation in the robot’s mind by endowing the robot with
beliefs about its own emotions as a consequence of what has been recognized;

• the triggering of an empathic goal if necessary;

• the planning and execution of the behavior that is most appropriate to the user’s state.



The Affective User Modeling component is dedicated to the inference of a particular state
of mind of the user starting from the analysis of the combination of facial expressions with
the speech prosody. Typically, the accuracy of Facial Expression Recognition (FER) systems
is affected by many factors among which the age [25, 26], because of age-related changes in
the face. Recently, Deep Learning (DL) algorithms, like Convolutional Neural Networks, which
lead to automated feature learning, have been successfully employed in several CV applications
achieving challenging results on various tasks [27]. However, DL algorithms used in FER
systems have been experimentally validated on young faces since the most commonly used
datasets for training have a little amount of old faces examples. For this reason, in order to train
the FER module of Pepper4Elderly, we plan to create a new dataset by enriching the FACES
dataset [28] with the addition of new older faces taken from videos.

The robot’s affective reasoner will implement a computational model of emotion triggering
based on an extension of the model proposed in [10] in which we model the robot’s empathic
feelings as a DBN. According to the robot’s beliefs about the situation an empathic goal may be
triggered by the Empathic Goal Triggering module. These phase will be based on an extension
of the BDI model that, besides rational beliefs, includes also emotions thus becoming an EBDI
model [15]. Then, the selection of the plan to be executed by the robot will be driven also by the
recognized emotions of the user and triggered in the robot’s affective model. The selected plan
will be then executed by the robot by generating the most appropriate combination of verbal
and non verbal communicative actions in combination with service execution. According to
the BDI approach this cycle includes both deliberative and reactive reasoning, thus allowing
the generation of robot’s behaviors appropriate to the situation.

4. Preliminary evaluation

We are currently working on the definition of goals that the robot has to pursue in the application
scenario and, consequently, behaviors that Pepper should use to interact emphatically with
elderly users to reach these goals. These behaviors will be designed with experts in the field
using the approach based on PERSONAs and Scenario definition.

Example of goals and associated behaviors are we are currently considering are the following
empathic goals:

• console

• encourage and motivate

• congratulate

• play

• calm down

A team of psychologists will be asked to assist to some sessions simulating the scenarios
between an actor, playing the role of the elder user, and the robot. For each scenario the experts
will evaluate the behavior plan in terms of communicative acts and verbal or non-verbal signs,
used for each communicative act. The results of this preliminary formative evaluation step will
provide useful feedback to refine the underlying model and the robot’s behaviors.



5. Conclusions and Future Work Directions

Social robots should take into account affective factors when interacting with elderly users,
especially in caring contexts such as the ALH. In the context of Pepper4Elderly project we aim at
testing that endowing the robot with empathetic behaviors helps in establishing social long-term
relationships enforcing trust and confidence. To do so, we are designing and implementing a
general architecture based on an extension of the BDI model that takes into account affective
factors. In particular, the Pepper robot will recognize the emotional state of the user by analyzing
communicative signals extracted from speech, facial expressions, gestures, and posture, in order
to trigger its own affective state accordingly. The Pepper robot will reason on rational and
emotional beliefs to take a decision by activating and pursuing goals through the execution
of suitable behaviors. The effectiveness of the proposed approach will be initially tested in a
formative phase with domain experts and then with elderly people in a ALH. The goal is to
refine the model and the robot behaviors.
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