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Abstract—Within the realm of Process Mining, Process-Aware
Recommender systems (PAR systems) are information systems
that aim to monitor process executions, predict their future
behaviour, and finding optimal corrective actions to reduce the
risk of failure or to maximize a given reference Key Performance
Indicator (KPI). While a PAR system is composed by monitoring,
predictive analytics and prescriptive analytics, the focus has
been heavily on the first two, and very little attention has been
given to the last. Therefore, this PhD project firstly aims to
develop a technique that is able to provide good evidence-based
recommendations, rather then relying on subjective opinions. A
second goal of the PhD project is to also incorporate techniques
for Explainable AI inside PAR systems, in order to provide
and understand the root causes that put forward certain rec-
ommendations; otherwise, the process’ stakeholders and actors
will unlikely trust and, hence, use them.

Index Terms—Prescriptive Business Process Analytics, Process-
aware Recommender systems, Predictive models, Shapley Values,
Explainable AI

I. RESEARCH PROBLEM AND MOTIVATION

Process-Aware Recommender systems are instances of a
class of systems to monitor and predict how process instances
are going to evolve, and to recommend the corrective actions
to recover the instances with higher risk not to achieve the
expected outcome. Conceptually, a PAR system is constituted
by three main blocks: Monitoring, Predictive analytics and
Prescriptive analytics. In the last years, a lot of research has
been on the first two (commonly referred as Predictive Busi-
ness Process Monitoring techniques) and several approaches
have been proposed (see e.g. [10], [22]). Conversely, the
last block is overlooked, assuming that the users, after being
alerted of a potential failure, are able to find the proper
corrective actions. However, it has been demonstrated by some
on-the-field experts [5] to be not true. This is due to the
fact that, without support, process actors make decisions on
the basis of their subjective opinion, rather then relying on
objective data, which comes from the event logs and record
the past executions and the achieved outcome.

The first goal of this PhD project is therefore summarized
by the following research question:

Research Question 01 How can we build a prescriptive
business process analytics block that effectively maximizes a
given reference KPI (Key Performance Indicator)?

In this PhD project, the outcome is measured through a
customizable KPI function that, given an execution recorded
in a log trace (which describes the life-cycle of a particular

process instance, i.e. a case), looks at the activities executed
and attributes values and returns a KPI value.

Explainable AI is another field that has been overlooked
in the last years, assuming that a good level of accuracy is
sufficient for the process’ stakeholders to trust the recom-
mender system (as well as the prediction system). However,
the process actors need to be convinced that the recommended
actions are the most suitable ones to maximize the KPI of
interest; otherwise they will not follow the suggestions given.
This leads us to the second goal of this PhD project:

Research Question 02 How can users trust recommenda-
tions provided by a PAR system?

Finally, research results will be developed as software
modules, integrated in the process-mining suite of myInvenio,
and evaluated with users expert of the process’ domain, in
order to assess the general validity of the framework and the
usability of the tool from a user experience point of view.

II. LITERATURE ANALYSIS

TABLE I: Analysis of related works wrt. relevant characteris-
tics of PAR systems

Work Generic KPI
Recommendation

Context-aware
Recommendation Generalizable Underlying technique

independent
Conforti et al. [4] + / - + + -
Maggi et al. [9] + / - + / - + + / -
Schobel et al. [16] + / - + / - - +
Schonenberg et al. [17] + - - +
Weinzierl et al. [23] - + / - + +

The analysis focuses on the questions mentioned above.
Table I shows the analysis of several works (one for each
row) related to the first research question, wrt. relevant PAR
systems’ characteristics (illustrated in the columns). The first
is the possibility to recommend actions not only for improving
a specific KPI (e.g. reducing the remaining time), but also for
a generic, user-customizable KPI. The second is the ability to
recommend actions using all the attributes of the events, while
the third is the possibility to generalize recommendations also
for unseen data. Finally, the last column shows if the developed
recommender system is loosely coupled to the implementation
of other PAR system’s components. In each row, a symbol +
is shown if the developed recommender system tackles that
particular problem, otherwise a symbol - is shown. In this
PhD project the first goal is to develop a PAR system able to
tackle all the problems described above.

The second goal deals instead with the problem of equipping
a PAR system with explanations of the recommendations
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given. Few approaches exist in the literature to explain ma-
chine learning models, arisen from the need to understand
complex black-box algorithms like ensembles of Decision
Trees and Deep Learning [2], [7], [8], [11], [14], [19]–[21].
Little research work has been conducted on explaining the
outcome of process predictive monitoring. The most relevant
work is by Rehse et al. [13], which also aims at providing
a dashboard to process participants with predictions and their
explanation. However, the paper does not provide sufficient
details on the actual usage of the explainable-AI literature,
and the very preliminary evaluation is based on one single
artificial process that consists of a sequence of five activities.
Breuker et al. also try to tackle the problem [3], but their
attempt is not independent of the actual technique employed
for predictions. Furthermore, their explanations are only based
on activity names, while explanations can generally involve
resources, time, and more.

III. PROJECT ROADMAP

The construction of the Prescriptive Analytics module re-
quires first the development of a predictive module. It will rely
on simulating the possible customer-journey continuations and
recommending those that will likely lead to higher satisfaction,
according to a predictive model, which is learnt from the data
recorded in the event log.

We did an assessment of the state of the art of predictive
algorithms [10], [22], which showed that LSTM has proven
to be among the most effective AI techniques for predictive
monitoring. We built an implementation based on the work
done by Navarin et al. [12] and extended it to predict a generic
KPI of interest, instead of predicting only the remaining time.
Afterwards, we built an explainable prediction framework
based on SHAP, which allowed determining for each feature of
the predictive vector how much it contributes to the prediction.
This solution was chosen for several reasons. The SHAP
implementation of the Shapley values for Deep Learning has
the strong theoretical foundation of the original game theory
approach, with the advantage of providing offline explanations
that are consistent with the online explanations. Moreover,
SHAP avoids the problems in consistency seen in other
explanatory approaches (e.g. the lack of robustness seen in the
online surrogate models, as analysed in [1]). Furthermore, it is
independent of the machine- or deep-learning technique that
is employed to make the predictions.1. A complete description
about the implementation of the framework is described in [6].
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