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Abstract. FPGA-designing (Field Programmable Gate Array) with LUT-

oriented (Look-Up Table) architecture enjoys well-deserved recognition in the 

field of safety-related applications, where important tasks are solved to ensure 

the functional safety of high-risk objects to prevent accidents. These tasks are 

assigned to safety-related systems, which are the development of ordinary com-

puters with the division of operating mode into normal and emergency ones and 

increased requirements for functional safety provided using fault-tolerant solu-

tions. Under these conditions, FPGA designing encounters the problem of hid-

den faults that can accumulate in memory bits of LUT units in normal mode 

and reduce the fault tolerance of the FPGA project with the beginning of the 

most responsible emergency mode. This problem is due to the limited checka-

bility of FPGA projects, which is due to memory bits addressed only in emer-

gency mode. The method of improving the checkability of FPGA projects based 

on the version redundancy of their program codes is proposed. The work of 

FPGA projects is organized with a periodic change of program code versions 

for addressing in normal mode to all used memory bits. The method is shown in 

the example of the FPGA project designed for the iterative array multiplier, 

where it determines all versions of the program code and selects their minimum 

number to maximize the checkability of the project. 

Keywords: safety-related system, normal and emergency modes, FPGA pro-

ject, LUT-oriented architecture, problem of hidden faults, checkability, memory 

bits of LUT unit, program code version.  

1 Introduction and Related Works 

FPGA-designing (Field Programmable Gate Array) is a promising direction in the 

development of digital components of computer systems. In turn, the development of 

computer systems receives the highest priority in the domain of safety-related 

applications. Therefore, we can observe the priority development of safety-related 

systems based on FPGA-designing [1, 2].  
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Safety-related systems play an important role in the sustainable development of 

mankind, allowing you to increase productive capacity and protect the environment 

from it, including the person himself. This process is based on the balance of quantita-

tive and qualitative growth of high-risk objects, on the one hand, and the improve-

ment of technologies implemented into Instrumentation and Control safety-related 

systems, on the other scale. High-risk objects are represented by power plants and 

power networks, high-speed land, and air transport with a powerful supporting infra-

structure. Humanity cannot abandon a such development and increases the total ca-

pacity of these facilities, as well as the complexity that limits their observability and 

controllability. Safety-related systems are aimed at ensuring functional safety in the 

complex: both own and high-risk objects to prevent accidents and reduce losses if the 

accident cannot be prevented [3, 4]. 

The risk can be represented by the product of two factors: the cost of the accident 

consequences and the probability with which it can occur [5, 6]. The first factor is 

constantly growing along with the capacity of high-risk objects. Risk deterrence is 

possible only through a second factor, the reduction of which can be achieved only by 

improvements in safety-related systems. 

Functional safety, for which failures belong to the main challenges, is based on the 

use of fault-tolerant solutions, including multi-version technologies. They are aimed 

at counteracting failures for a common cause, which follows from copying circuit and 

software solutions [7]. 

It should be noted that the attributes of observability and controllability are im-

portant not only for the high-risk object, but also for the functional safety of the con-

trol system, which can also be complicated in the process of its improvement. These 

attributes form the basis of testability and testable design of the digital components 

for computer systems [8-10]. 

Testability evaluates the digital circuit from the position of its suitability for test-

ing, i.e. detection of faults in operation pauses. This feature characterizes testability as 

the simplest form of checkability, which is completely determined by the structure of 

the circuit, i.e., is structural checkability. In the operating mode, the checkability of 

the circuit additionally depends on the input data on which the circuit operates, and 

therefore becomes functional as well. Safety-related systems divide the operating 

mode into normal and emergency. For modern systems, this separation leads to dif-

ferent inputs in these modes and, as a result, to different functional checkability. This 

difference creates a problem of the hidden faults, which can accumulate in normal 

mode due to the lack of input data necessary for their manifestation. The problem 

starts in emergency mode on new input data, which detects accumulated faults in the 

amount exceeding the capabilities of fault-tolerant circuits [11, 12]. 

This problem creates a distrust of the fault tolerance of the components used in 

safety-related system. We can observe this in the use of dangerous imitation modes 

that recreate emergency conditions. Such an increase in checkability is carried out 

with emergency protection turned off, which has become one of the causes of the 

Chernobyl disaster. The danger of imitation modes has also been proved more than 

once by their unauthorized activation due to faults or human factor [13, 14]. 

A safe solution to the hidden fault problem can be obtained through a resource-

based approach that examines the integration of models, methods and means that 

make up information computer resources into the natural world [15, 16]. 



According to this approach, resources are structuring according to the features of 

the natural world and two such features are most distinguished: parallelism and fuzzi-

ness. The objective structuring process can be traced to the development of floating-

point formats, which transformed the codeword into its representation using two 

components: mantissa and exponent in the default number system [17, 18].  

We can see this process also using the example of improving personal computers. 

They constantly increased the parallelization of circuit solutions in the processing of 

approximate data and made a jump from several floating-point pipelines in Pentium 

processors to several thousand such pipelines parallel working in the graphics proces-

sor [19].     

The resource-based approach identifies replication and diversification levels in re-

source development. At the replication level, the integration of resources into the 

natural world occurs by copying them in conditions open to fill resource niches: mar-

ket, technological, environmental and others. This process proceeds without re-

strictions from the natural world. The desire of resources for integration stimulates 

increased productivity in copying them. In the natural world, such cloning aims to 

survive through a higher birth rate than mortality. 

The copy process ends when the resource niches are being closed. Typically, re-

source niches are closed at peak productivity. Clones perish. Their survival is possible 

only through the manifestation of features that raise them to the next level in resource 

development – diversification. Integration at this level takes place in close contact 

with the natural world, which structures resources according to its own features. Un-

der these conditions, productivity is inferior to the priority of adequacy to the natural 

world, that is, trustworthiness. 

The development of resources in today's computer world is more responsive to the 

level of replication and reflects the shortcomings of this lower level. Software prod-

ucts are copied to create new programs. Such copying clogs software products with 

redundant data and functions that the new software does not need. However, this rep-

lication process continues under conditions of open resource niches in productivity 

and memory capacity of the modern computer systems [20, 21], but is limited in mo-

bile systems with the development of green technologies [22]. 

Hardware is also mainly at the replication level, which is represented by matrix 

structures. Arithmetic blocks are designed based on a pipeline organization of calcula-

tions, which belongs to the level of diversification. However, sections of modern 

pipelines contain matrix structures of parallel shifters and adders, iterative array mul-

tipliers and dividers, which perform arithmetic operations with data represented in 

parallel codes [23, 24]. 

These codes are parallel from the position of simultaneous availability of all their 

bits for data processing, which in matrix structures is performed both in parallel and 

in series. The iterative array multiplier of n-bit binary codes performs an operation in 

one clock cycle on a matrix of n2 operational elements, each of which, due to succes-

sive connections, is used only for 1.6% and 0.8% of the time for n = 32 and 64, re-

spectively [25, 26]. 

A further disadvantage of matrix structures is the large energy consumption. The 

static component of energy consumption is determined by the large dimensions of the 

matrices. The dynamic component depends on the number of signal transitions, the 

main part of which refers to parasitic [27, 28]. 



The main disadvantage of matrix structures is manifested in safety-related systems 

and is associated with the problem of the hidden faults. This problem is inherent only 

in these systems. Ordinary computers do not experience such a problem since the 

fault remains hidden throughout the operating mode. 

The resource-based approach analyzes the problem of the hidden faults as a growth 

challenge. In safety-related applications, the systems rise to the level of diversifica-

tion, in operating mode, input data and checkability. Components of the systems are 

lagging because they are designed using matrix structures at the replication level [29, 

30]. 

Thus, the problem of the hidden faults must be solved as a challenge of growth by 

improving components to the level of their systems. The solution should be sought 

while maintaining matrix structures that have dominated in development of resources 

over several decades, including FPGA designing [31, 32]. 

The paper aims to develop a method to improve the checkability of FPGA projects 

with a LUT-oriented (Look-Up Table) architecture to eliminate hidden faults with the 

use of multi-version programming for the finished project. The basis of this method 

was discussed in [33, 34] for a single LUT unit. The proposed paper discloses the 

features of the method in its application to the FPGA project. Section 2 describes the 

main provisions of the method and the limitations arising from its application to the 

finished project. Section 3 demonstrates these features of the method application us-

ing the example of designing the iterative array multiplier.  

2 Main Provisions of the Method  

The method proposes to organize the operation of the FPGA project on several ver-

sions of program code, which change at a given periodicity, for example, every week. 

The purpose of the version change is to move the bits addressed in the LUT unit 

memory only in emergency mode to the place of the bits used during normal mode. 

Such an organization of the operation can be effective for components with slightly 

variable normal mode inputs and can serve as an alternative to manual regulation, 

which is used in practice for such components to improve their checkability. Manual 

regulation is performed for safety-related systems in power blocks of nuclear power 

plants no more than once in six months. The disadvantage of manual regulation is to 

change the input data only within the values allowed in the normal mode. Thus, faults 

occurring only in emergency mode are not detected, i.e. remain hidden. 

The method is based on the features of FPGA projects with a LUT-oriented archi-

tecture that has version redundancy of program code, that is, the finished project can 

be programmed using different versions of program code. All versions completely 

retain the functionality of the project and do not make changes to its hardware com-

ponent. 

The LUT unit is the generator of the logical function of several variables that come 

to its inputs. For four variables, the LUT unit contains 4 inputs A, B, C and D. The 

function description is written to the LUT memory of the unit as program code in the 

FPGA programming process of the project [35, 36]. 



The version redundancy of the program code is inherent in each pair of LUT units 

for which the output of the first unit is the input of the second one. This pair provides 

two versions of program code without any influence on other LUT units of the FPGA 

project that are not connected to the output of the first LUT unit of the pair. 

The versions differ in the initial or inverse value of the signal that propagates be-

tween the LUT units of the pair. The inverse signal value is provided by inverting all 

memory bits of the first LUT unit. The inversion thus obtained at the input of the 

second unit is compensated by changing the bit locations in the memory of the second 

LUT unit of the pair [37, 38]. 

The source data for this operation is the memory bit numbers of the LUT unit and 

the version numbers of its program code. 

For four variables, the memory of the LUT unit contains program code composed 

of 16 bits, which can be numbered from 0 to 15. The whole set of versions of the 

second LUT unit of the pair is determined by the number of inputs used. For the four 

inputs connected to the outputs of the first LUT units, the second LUT unit of the pair 

can create 16 versions, which expediently to number with hexadecimal characters 

from 0HEX to FHEX. The binary code of these numbers contains 4 bits, which take the 

values "0" and "1" for the initial and inverse signal values at the inputs A, B, C and D 

of the LUT unit, respectively. The lower bit of the binary code corresponds to the A 

input. 

The 0HEX version is the source code of the LUT unit. Versions 1HEX, 2HEX, 4HEX and 

8HEX are described by binary codes 0001BIN, 0010BIN, 0100BIN and 1000BIN which indi-

cate inverting of one input of A, B, C or D, respectively. These versions divide the 

program code into 24 – X of the same disjoint fragments 1, ..., 24 – X, consisting of 2X 

bits, where X accepts the values of 0, 1, 2 and 3 for the inputs A, B, C and D, respec-

tively. 

The bit location change is performed by the location change of each odd fragment 

with the next adjacent fragment. 

Binary codes 0001BIN, 0010BIN, 0100BIN and 1000BIN are basic for obtaining any 

other nonzero code of the same size with the use of logical addition operation or addi-

tion on modulo two. The operation of the bit change can also be performed in a step-

by-step sequence of such operations with the individual LUT inputs of the unit. The 

sequence of steps is irrelevant. 

For example, the program code ABBAHEX = 1010 1011 1011 1010 BIN of the initial 

version 0HEX can be converted to the version BHEX = 1101BIN by performing opera-

tions with the sequential use of versions 1HEX, 2HEX and 8HEX or 8HEX, 2HEX and 1HEX. 

In the first case, the program code will be divided into separate bits – fragments, 

and the initial version will be transformed into the 1HEX version by places of neighbor-

ing fragments: 

1 0 1 0 1 0 1 1 1 0 1 1 1 0 1 0 BIN; 

0 1 0 1 0 1 1 1 0 1 1 1 0 1 0 1 BIN. 

The 2HEX version requires splitting the received program code into bit pairs and 

changing the locations of neighboring pairs: 

01 01 01 11 01 11 01 01 BIN; 

01 01 11 01 11 01 01 01 BIN. 

The 4HEX version requires splitting the program code into fragments of eight bits 

and changing the places of neighboring fragments: 



01011101 11010101 BIN; 

11010101 01011101 BIN. 

 In the second case, the program code goes through the following sequence of 

transformations: 

10101011 10111010 BIN; 

10111010 10101011 BIN; 

10 11 10 10 10 10 10 11 BIN; 

11 10 10 10 10 10 11 10 BIN; 

1 1 1 0 1 0 1 0 1 0 1 0 1 1 1 0 BIN; 

1 1 0 1 0 1 0 1 0 1 0 1 1 1 0 1 BIN. 

In both cases, the result is the same: 

1 1 0 1 0 1 0 1 0 1 0 1 1 1 0 1 BIN = D55DHEX. 

As a result of the permutation, bits 0, ..., 15 of the source program code swapped 

places with the following bits: 11, 10, 9, 8, 15, 14, 13, 12, 3, 2, 1, 0, 7, 6, 5, 4. 

The initial data for the method is the data that arrives at the project FPGA inputs in 

normal and emergency mode, as well as a description of the digital circuit indicating 

the connections of the LUT units and their program codes. 

The software implementation of the method performs simulation of the digital cir-

cuit operation on the input data of both modes and for each LUT unit determines the 

NU set of memory bits used in normal mode and the EA set of bits addressed only in 

emergency mode. 

For each Z  EA bit, the method determines the VZ set of all possible V  VZ ver-

sions of program code, which provide exchange of places with bits of the NU set. 

From each non-empty VZ set, one version is selected so that the number of different 

selected versions is minimal. The obtained set of versions ensures in normal mode the 

use of all bits of the LUT memory, addressed only in emergency mode, under the 

condition of non-empty VZ sets. An empty VZ set indicates that there is no version 

that allows you to swap the Z  EA bit with the bit addressed in normal mode. Such 

LUT memory bits can accumulate hidden faults and pose a potential threat to func-

tional safety of the FPGA project in emergency mode. The method determines all 

such bits and refers them to the EN-R set. 

  The proposed method is limited in the ability to increase the checkability of the 

FPGA project and reduce many hidden faults by the presence of empty VZ sets. Such 

sets are inherent in LUT units that are not second units of any pair and therefore can-

not create versions of their program code. The number of versions may also be insuf-

ficient for second LUT units if some inputs are connected to inputs of the FPGA pro-

ject. The method determines all bits that do not have versions for permutation to the 

NU set. 

The second LUT units of the pair are fully provided with program code versions if 

all their used inputs are connected to the outputs of the first LUT units. In the case of 

unused inputs, the number of versions is halved for each such input. But at the same 

time, the used LUT memory of the unit is halved, which is provided by a full set of 

possible versions with complete elimination of hidden faults. 

The possibilities of the method can be expanded if the inputs of the FPGA project 

are outputs of LUT units of other projects, that is, they can obtain initial and inverse 

signal values and thus create additional versions of program code. 



3 Case Study of the Method 

An experimental test of the method was carried out using the example of 

improving the checkability of the FPGA project implementing an iterative array 

multiplier of 4-bit binary codes. The iterative array multiplier was designed using the 

CAD Quartus Prime 18.1 Lite Edition on the Intel Max 10 FPGA 10M50DAF672I7G 

chip [39, 40]. The iterative array multiplier is implemented on 30 LUT units 

generating functions of four variables. LUT units use 111 inputs, 67 of which are 

connected to project FPGA inputs and reduce the number of possible program code 

versions. Only 2 LUT units create a complete set of possible versions. 

The program implementation of the method, executed on Delphi 10 Seattle demo 

version [41], arranges the list of LUT units in the direction of their connection from 

the inputs to the outputs of the FPGA project and sequentially performs the functions 

of LUT units in this order on all values of input words composed of multiplier bits. 

The simulation performs 8 experiments for different values of threshold S, which 

divides the input words into those used in normal and emergency mode. Multipliers 

that do not exceed the threshold make up the input words processed in normal mode. 

The plurality of NU and EA memory bits generated during the simulation process 

for each LUT unit serve to find versions that enhance the checkability of the FPGA 

project according to the proposed method. In addition, the method determines 

memory bits for which it is not possible to create versions that move them from the 

EA set of the NU one. 

The results of the FPGA simulation of the project are shown in the main program 

panel (Fig. 1). 

The main panel contains keys that show the threshold range S from 2 to 9 and the 

unit LUT number 11. Pressing these keys allows you to change the threshold values 

and number of the LUT unit in increments of 1 in a circle.  

The panel below shows the memory bit matrices and their values in the selected 11 

LUT unit for all threshold values. This LUT unit does not use input B and, 

accordingly, the right half of the memory. Input A is the input of the FPGA scheme of 

the project and reduces the number of possible versions by half. Inputs C and D are 

connected to the outputs of the previous LUT units and allow to create 4 versions of 

program code. 

The bits of the sets NU and EA are colored blue and yellow, respectively. The 

values of the bits of the EA set are shown in red and blue for cases where there is or is 

no version for eliminating the hidden fault. The matrix below shows the number of 

versions used and their set, starting with the initial 0HEX version. 

In the case of threshold S = 2, the matrix contains only one bit 0 used in normal 

mode and 3 bits 4, 8, 12, which are addressed only in emergency mode. They can 

swap places with bit 0 using 4HEX, 8HEX, CHEX versions for observation in normal 

mode. Bits 1, 5, 9, 13 of the next matrix column belong to the set EN-R, since they are 

not provided with versions for their movement to the NU set. 

Increasing the threshold contributes to increasing the plurality of NU bits and 

reducing the EA set. For threshold S = 3 and S = 4, the number of additional versions 

is reduced to one: CHEX or 8HEX. Bits 1, 5, 9, 13 still do not have versions for 

observation in normal mode and belong to the EN-R set. 

 



 
 

Fig. 1. Main panel of the program 

 

The S threshold values from 5 to 7 allow all bits of the EA set to be moved to the 

NU set using one additional version: 4HEX or 8HEX. 

Threshold S = 8 and S = 9 refers all memory bits to the NU set and does not require 

the use of additional versions of program code. 

Below the memory matrices, the main panel shows the overall results of the 

experiments conducted based on the analysis of all LUT units for each value of the S 

threshold. 



The string "MoV" shows the maximum number of versions used in the LUT units 

of the entire project FPGA schema. The string "T" contains the total number of EA 

bits that can accumulate hidden faults in the initial FPGA project. This number 

decreases from 297 to 61 with an increase in threshold S. The last two lines "NoR" 

and "NoL" show the total number of EN-R bits for all LUT units and only for the 

second LUT units of the pair. These values decrease from 227 to 7 and from 156 to 0, 

respectively. 

The improvement in project FPGA checkability can be estimated by the ratio of the 

number of bits ΔT = T – NoT for which the risk of hidden faults is eliminated to the 

total number T of bits addressed only in emergency mode. For example, in the case of 

S = 2, the amount ΔT = 297 – 227 = 70, and the improvement of the checkability is 

equal to 70/297 = 23,6%. 

For threshold values 2 – 7, the method increased the checkability of the FPGA 

project by an average of 27.5% from 13% (S = 3) to 44% (S = 5). 

If it is possible to invert the signals at the project FPGA inputs, all memory bits of 

the LUT units are provided with versions to eliminate hidden faults and the 

checkability reaches 100%. 

4 Conclusions 

FPGA designing in the safety-related application domain encounters a problem of 

the hidden faults that can accumulate in memory bits of the LUT units during normal 

mode and reduce the fault tolerance of an FPGA project with a LUT-oriented 

architecture as well as functional safety of the safety-related systems in the most 

responsible emergency mode. This problem shows insufficient functional checkability 

of FPGA projects. The checkability deficiency is manifested in LUT units whose 

memory contains bits that are not observed during the normal mode, since they are 

used only in emergency mode. Fault tolerant FPGA components of safety-related 

systems become fail-safe only if they are checkable. 

Treating the problem of the hidden faults as a growth challenge opens the way for 

it to be solved by increasing the level of FPGA components in their checkability to 

the level of diversification of the safety-related applications using multi-version 

technologies. 

The proposed method uses the version redundancy of program code inherent in 

FPGA projects with a LUT-oriented architecture to increase their checkability by 

organizing work on several versions of the program code. All versions completely 

retain the functionality of the FPGA project and its hardware implementation. The 

method generates and selects versions that swap bits addressed only in emergency 

mode with bits observed during normal mode.  

The method allows to eliminate non-checkable bits in the memory of all LUT units 

of the FPGA project when its inputs are connected to outputs of the LUT units of 

previous circuits.  

The program implementation of the method was tested on the FPGA project of the 

iterative array multiplier. Simulation results showed an average of 27.5% increase in 

FPGA project checkability. 
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