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Abstract. A comparative analysis use of recurrent auto-encoders as a compo-

nent of the proposed automated decision support system for biometric verifica-

tion of the behavioral type user from the indicators of the chest accelerometer 

sensor is carried out. The purpose of the proposed system is to perform contin-

uous, implicit user verification based on the accelerometer, to improve the secu-

rity usage of application or device, as well as improve user interaction with the 

device. The goal of research is to build a continuous-based user biometric veri-

fication system based on accelerometer data using unsupervised deep learning 

recurrent algorithms. Auto-encoders enable one-class classification, i.e. unsu-

pervised learning, as well as additional layers in the network architecture allow 

to automatically generate features and encode a data input into a feature vector, 

which greatly facilitates data processing and makes the system more automated. 

The purpose of the model is to define the boundaries of the positive class, 

namely to distinguish a specific user from others, which in fact is to solve the 

problem of detecting anomalies. The comparative analysis compared three 

types of recurrent auto-encoders with recurrent units of long-short term memory 

type with two methods of classical machine learning (one-class support vector 

machines and “isolation” forest) which required manual feature generation. 

Proof of concepts of using recurrent autoencoders for biometric verification was 

implemented and tested on the open-source dataset. Usage of recurrent autoen-

coders for user behavioral-based verification has shown robust and high accura-

cy results and the ability of implementing such algorithms in modern security 

systems.  
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1 Introduction 

Nowadays our phones and other big variety of electronic devices become a great part 

of our life. We have a lot of information on our phones, even such important info like 

the number of credit cards, credentials from some payment service, etc. Also, now it 

is very important to make analytics on your devices, for further development of dif-

ferent data-driven decisions, which will improve the level of user satisfaction from 

using the app and provide a smart decision-making system on the user device. So, it is 

very important to provide accurate user identification. 

The problem of user verification, that this is impossible to create a supervised task 

because we can’t compare one particular user with all other users. So, this becomes 

the unsupervised task and the aim is to detect the boundaries of one good class and all 

the samples that don’t belong to it, will be considered as anomalies. In the context of 

user verification, this will be other users. The data from the accelerometer is in a time-

series format. The objective is to solve the anomaly detection problem on time series 

data, which is the task of higher complexity. 

Reference to [1] we have 3 types of user personalization system: knowledge-based 

(password), possession-based (token, smart card) and biometric-based, which divides 

in physiologic (face-based, retina-based, fingerprint-based) and behavioral (gait 

recognition, keystroke dynamics, mouse movements, signature recognition).  Gait 

recognition means to find the pattern of how a man walks, stands, works at a comput-

er and is detected with an accelerometer. Machine learning and especially deep learn-

ing approaches are widely used for solving biometric-based user personalization prob-

lems [2]. In our work, we research the behavioral-based personalization system, 

which will define behavioral patterns in different types of user activity (walking, 

standing, working at the computer) in data collected with a chest accelerometer. The 

advantage of the autoencoder-based approach that it is enough to have data only from 

one positive class and we are solving one-class classification task. In our work, we 

propose using a different type of autoencoders for biometric verification. 

An object of the study is the user biometric verification based on behavioral pat-

terns. The accurate and speed behavioral-based verification allows making it continu-

ous and implicit, which is very important to create secure and protected services for 

different purposes. 

The subject of study is unsupervised machine and deep learning-based algorithms 

for one-class classification. 

The purpose of the work is the comparative analysis of using different unsuper-

vised deep learning autoencoder-based approaches for solving biometric verification 

problem which is, in fact, an anomaly detection problem. 

2 Problem statement 

Given the set of time series windows of length l and overlapping percent p with par-

ticular activity a {
i

ax }- i-th data instance with activity a, where i =1,2,...N (N – num-

ber of instances in train set).  



 

 

The problem of user verification can be formulated as finding such Topt, which is 

optimal for next target functions:  
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where T - error threshold, which detects abnormality of given data instance; Topt -

optimal threshold; δ - function which get the logical expression and returns 1 if it is 

true, otherwise 0; E(x) - model error on given x data instance; M - number of anomaly 

data instances; zj - j-th anomaly data instance. 

3 Literature review  

In [3] research authors propose a sophisticated continuous-based authentication sys-

tem for implicit verification on smartphones based on motions patterns using autoen-

coders (with 1,3 and 5 layers). They use simple autoencoders, but pay attention to 

developing distributed cloud architecture to make possible expensive computations 

for smartphones on the cloud and therefore make it faster and computationally effi-

cient. 

Also, it is possible to use autoencoders not for authentication but for the inverse 

problem - anonymization, to prevent deanonymization when sending data to untrusted 

resources [4]. In [4] proposing specific anonymization function, which based on add-

ing regularization to the loss function.  Deep learning approach to user verification 

using Deep Clockwork RNN proposed in [5]. The recurrent approach is important 

when using sequential and time-series data, such as accelerometer sensor data, be-

cause the previous signals have an impact on the future, but in [5] authors didn’t solve 

a one-class classification problem.  

Not only accelerometer data can be used for biometric identification, but also ECG or 

EEG data. In [6] authors also use deep autoencoders for feature learning part of the 

personal identification system, but with ECG data. This autoencoder approach may be 

helpful not only for user personalization but also for finding anomalies in user health 

indicators, and this is extremely important because, with historical data, you can make 

some analytics, and make some more sophisticated inference about user-health over-

all, and of course it may help in some critical situation. In [7] authors build biometric 

authentication method combining cryptography techniques with biometrics (EEG), 

like Bose-Chaudhuri-Hocquenghem (BCH) codes. But we need to have the database 

of users to be able perform the authentication for proper user matching, which is not 

always possible. Also, ECG and especially EEG is hard to record for now continuous-

ly, while movements and activities with accelerometer are easy to access. 

 The idea of implicit authentication based on behavioral patterns such as a combi-

nation of all data sources which your smartphone can propose, like application usage, 

phone call patterns, etc. proposed in [8]. It is useful for smartphones, but for example, 

when you have some fitness device like bracelets, you will not have access to such 

variety of user data, so it is important to be able to provide ability of the user verifica-

tion system to make authentication based only on sensor data.  



 

 

Another set of algorithms that can be used as anomaly detection method are artifi-

cial immune systems (method of positive and negative clonal selection for example), 

and in [9] there is an artificial immune system approach for user personalization based 

on touch-based behavioral patterns. 

So, for working with sensor time-series data, we need to use recurrent architectures 

but as well we want to use unsupervised algorithms both for feature engineering and 

for detecting non-self users. In this work, we combine all these parts as one model to 

check the ability of such algorithms to solve such complex, multistage problems.  

4 Materials and methods 

For biometric user verification were used autoencoders. 

Here we look deeper into autoencoder internals. 

Autoencoder architecture contains two main parts: encoder and decoder.  

Autoencoders have learned to create a reconstruction of the original input. The 

goal is to minimize reconstruction error: 
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Where x1…xn is data rows, d is decoder and e is encoder with some parameters φ 

and  respectively. 

Encoder encode input in some lower dimensional or higher-dimensional space. It 

cannot be just copied from input to output, because we put some constraints, like 

lower dimension of inner layers and for being able for the decoder to recreate the 

output, encoder have to find and extract some meaningful patterns and features. De-

coder’s purpose is to recreate the sample from an encoded example. 

The autoencoder training algorithm is updating parameters of decoder and encoder 

using gradient descent-based algorithms to minimize (1) [10]. After training, we set 

some threshold ε and compute reconstruction error for input data and if reconstruction 

error for some data point is higher than the threshold, we assume that this data point is 

an anomaly.  

The threshold setting is not strictly defined and leaves up to the researcher. So, this 

part can be customized, based on the particular qualities of the problem the researcher 

needs to solve. 

There are multiple types of autoencoders:  

1. Undercomplete (when the dimension of inner layers is smaller than input), encoder 

solve dimensionality reduction problem. 

2. Sparse (when the dimension of inner layers is bigger than input), adding some 

sparsity penalty to reconstruction error. 

3. Denoising (adding some noise to input and put it into reconstruction error). It min-

imizes not (1) but 
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Where ix   is x with some noise. 

4. Contractive (add the penalty Ω(h) is the squared Frobenius norm (sum of squared 

elements) of the Jacobian matrix of partial derivatives associated with the encoder 

function)[10]:  
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5. Variational autoencoders (VAE) which optimize reconstruction probability. VAE 

is a generative model, which tries to reconstruct parameters of the probability dis-

tribution of output.  

Variational autoencoders are directed probabilistic graphical model. Variational 

autoencoders don’t minimize reconstruction error but optimize reconstruction proba-

bility.   

It is absolutely different approach, we still have the encoder and decoder, but de-

coder doesn’t decode, but sample data examples from some probabilistic distribution 

with some parameters and encoder maps data samples into latent probabilistic space, 

so in core of loss function for variational autoencoder we have Kullback–Leibler di-

vergence, which shows the difference between different probabilistic distributions 

[11].  

In [12] authors research is that possible to combine recurrent neural network and 

variational autoencoder.  

So based on previous consideration the purpose is that for user personalization 

problem solving based on chest accelerometer sequential data it is important to use 

recurrent architectures to think about previous values, and because of high complexity 

of solving classification problem of distinguishing users, the best approach is to de-

fine boundaries of “self” class (the user in this case), and for this we need unsuper-

vised machine learning techniques.  

Using recurrency and unsupervised learning together the answer is recurrent auto-

encoders. 

Let's propose a continuous verification system (fig. 1).  

6. Collecting accelerometer data (or other sensor data, that describe motion patterns) 

for different activities type. 

7. Recognize human activities and divide data into parts by activities. 

8. Train models and fine-tune parameters.  

9. Choose the most appropriate model for a particular user based on a low false-

positive rate. 



 

 

 

Fig. 1. Schema of the user personalization system 

5 EXPERIMENTS 

Dataset was taken from UCI repository - archive of public datasets for machine learn-

ing purposes. 

The dataset contains accelerometer data from 15 volunteers. Data contains from x, 

y, z axis values [14]. The sampling frequency of the accelerometer is 52 Hz, so we 

have 52 rows of values each second. Also, data contains 7 activities labels (standing 

up, walking and going up and downstairs, standing, walking, going up and down-

stairs, walking and talking with someone, talking while standing). As in [15] user 

verification goes after solving human activity recognition (HAR) tasks on walking 

patterns, we also use the user verification algorithm only on some particular motion 

pattern. So, actually we detect in which way some person walking or walking and 

talking with someone etc. The most rows from volunteers were with working at a 

computer label, so we decide to train models with working at computer activity. 

For deep learning models, we split data in overlapping on 50 percent windows with 

a length of 52. 

The number of train and test samples shown in table 1. 

We build autoencoders with python on Keras library and Tensorflow backend [16]. 

We compare three types of autoencoders:  

─ variational long-short term memory (LSTM) autoencoder; 

─ contractive LSTM autoencoder; 

─ undercomplete LSTM autoencoder. 

As loss was used mean absolute error. Train in 10 epochs with 32 batch size and 

Adam optimizer. 

The threshold formula: 
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where MAE is mean absolute error between a sample and predicted sample, std - 

standard deviation and n is the number of samples in the train dataset.  

The architecture of autoencoders is shown below at fig. 2.  

As model evaluation metric “recall” for positive (“self”) class were chosen and al-

so area under curve (AUC) value for correctly compare models with each other, not 

depending on classification threshold. Also equal error rate was calculated. 

Autoencoder-based models were compared with one-class support vector machines 

(SVM) and isolation forest algorithms. For one-class SVM and isolation forest, not 

raw data, but different types of features were extracted (in time and frequency do-

main). The examples of features were taken as in [17]. 

 

a) 



 

 

 

b) 

 

c) 

Fig. 2. Architecture of a) contractive autoencoder, b) variational autoencoder, c) undercomplete 

autoencoder 



 

 

6 RESULTS 

Positive class recall score for every user and comparing with one-class SVM and 

isolation forest are shown in table 1-3 below. 

Also because of not very high difference in recall score in autoencoder models, we 

compare them with area under curve value. ROC curve and AUC value is shown in 

fig. 3 and fig. 4. 

Table 1. Number of train and test samples for 1-15 users  

User 1 2 3 4 5 6 7 8 

Train 866 1136 1072 812 797 1133 842 1133 

Test 428 561 529 400 393 559 416 559 

User 9 10 11 12 13 14 15  

Train 929 1134 1394 1254 470 1361 1328  

Test 458 559 688 619 232 671 655  

 

Fig. 3. ROC curve and AUC score for autoencoder-based models (users 1-9) 

 

 



 

 

Table 2. “Recall” score for the positive class 

User LSTM AE LSTM VAE LSTM CAE SVM IF 

User1 0.99 0.99 0.99 0.63 0.74 

User2 0.99 0.99 0.66 0.42 0.73 

User3 0.62 0.96 0.86 0.67 0.74 

User4 0.44 0.58 0.66 0.27 0.74 

User5 0.94 0.94 0.95 0.67 0.78 

User6 0.87 0.91 0.91 0.49 0.74 

User7 0.91 0.92 0.90 0.65 0.65 

User8 0.97 0.97 0.97 0.39 0.83 

User9 0.50 0.55 0.56 0.27 0.76 

User10 0.94 0.97 0.97 0.29 0.83 

User11 0.98 0.98 0.98 0.68 0.77 

User12 0.58 0.41 0.46 0.40 0.84 

User13 0.77 0.27 0.59 0.20 0.88 

User14 0.76 0.73 0.82 0.32 0.72 

User15 0.96 0.98 0.98 0.66 0.79 

Average 0.814 0.81 0.82 0.47 0.77 

 

Fig. 4. ROC curve and AUC score for autoencoder-based models (users 10-15) 

Table 3. Average equal error rate (EER) for every autoencoder-based model  

 LSTM AE LSTM VAE LSTM CAE 

EER 0.125 0.111 0.106 

 

In table 2 we can see that the best result showed recurrent contractional autoencod-

er with 0.82 average recall score for positive class. 

Based on EER value in table 3 contractive and variational autoencoder show al-

most the same performance. 

On the fig. 3 and fig. 4 we can see ROC curves and AUC values for every type of 

autoencoders that was used in experiment. AUC value allows us to compare the mod-

els in general, while “recall” is calculated on some fixed threshold. Thus, AUC metric 



 

 

is better for model comparison, while “recall” score should be considered more as 

final key performance indicator (KPI) for specific business usage. Based on the re-

sults, AUC value is different depending on user, so we can say that the model should 

be adaptively selected based on performance, error rate and amount of data for partic-

ular user. However, contractive autoencoder is still a leader, as it has highest result in 

8 users from 15, the second is classic autoencoder. 

7 Discussion 

Following from previous results as we can see recurrent autoencoders show robust 

results with a high value of chosen metric for evaluation. Also, depending on data size 

and particular user result can be different. For every user, the best way will be to 

choose the model with the highest recall and AUC value. Comparing to a one-class 

SVM and isolation forest where feature where manually engineered, automatically 

feature extraction as part of the autoencoder model doesn’t underperform, which is 

important for ubiquitous usage, its versatility, and portability for different types of 

sensors and data sources. 

But overall most robust results were shown by recurrent contractive autoencoder.  

Also, should be considered the data separability degradation with increasing the 

numbers of user. In our case we have only 15 users, which is a pretty small number 

compare to the real-world tasks. In this case, we have to understand how properly 

train and evaluate the model.  

For example, we can cluster users in different group and evaluate the model only 

inside specific group of most similar user. Thus, we will choose the model which 

distinguish “self” user from others, even the most similar one. 

We need to consider possible issues, that may appear in using such systems in real 

world problem, as: a big number of similar users, noisiness of accelerometer signal, 

high model latency, etc. Another loss should be considered as well in order to custom-

ize the problem for specific biometric purposes. 

Our research shows that using deep unsupervised learning can be successfully used 

as part of biometric continuous personalization decision support system.  

8 Conclusions 

Here we compare different autoencoders for biometric user personalization based on 

motion patterns. The purpose was to define the boundaries of positive class to distin-

guish particular users from the rest. Undercomplete LSTM autoencoder, LSTM varia-

tional autoencoder, and contractive LSTM autoencoder were compared with one-class 

SVM and isolation forest.  Recurrent autoencoders show robust and high accuracy 

results. The advantages of autoencoders are the unsupervised approach and automatic 

feature extraction, engineering, and selection, the disadvantage is their requirements 

for computational resources.  

The contractive autoencoder show the best results with 0.82 recall score for posi-

tive class and highest AUC value for 8 users from 15. Contractive autoencoder show 



 

 

the lowest equal error rate as well (0.106). The other type of autoencoders, as classic 

autoencoder and variational show the good result with 0.81 recall score for positive 

class. Compare with classic machine learning algorithms as isolation forest and one-

class SVM with 0.77 and 0.47 recall score respectively autoencoders show much 

better results.  

In the future, we can extend the list of autoencoder models, and use more sophisti-

cated cascades of autoencoders, like stacking autoencoders of different types in one 

big model or adding convolutional and subsampling layers before encoder to improve 

feature extracting part of the model, but there may be an issue with computational 

efficiency. Also, there has to be research about optimization using deep learning 

models in different decision support systems. As well there is a need to propose the 

more complex evaluation metric for such types of models.  
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