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Abstract: We present a research project based on the use
of bio-inspired computing methods which are applied to
analyze psychosocial phenomena (group polarization, be-
lief echo chamber and confirmation bias) and patterns in
occurrences of world events and information dissemina-
tion in cyberspace. The aim of the project is to integrate in-
frastructure, tools, methods, data, AI researchers and end
users to create a platform that can be used to understand
these processes in human society based on social interac-
tion on the surface Internet triggered by exposure to infor-
mation about a world event. These processes are investi-
gated and understood at the level of social super-systems
as well as selected smaller units at the level of determin-
ing psycho-social phenomena as an individual’s reaction
to the world around in a form of received information and
exposure dynamics. On the other hand, we focus on world
events, their analysis in global scope and ability to predict
them and find patterns in occurrence based on informa-
tion dissemination. The text discusses selected methods of
soft computing which can be effectively and prospectively
used for data collection, information extraction, aspect-
based sentiment analysis, monitoring phenomena of social
interactions and world events occurrence and generating
parametrized content for simulated and a real-life infras-
tructure. As a practical example, we include an analysis
of data obtained from 689 days collection from sources
targeting Czech population.

1 Introduction

1.1 Interactions

Social interactions between individuals and groups are in-
creasingly moving into cyberspace [7]. Social networks,
discussion forums and chats are a virtual space where in-
terpersonal (and institutional) communication takes place
and where these conversations affect individuals with each
other. In addition, the effects of digital communication
are multiplied by the hormonal responses of the human
body and information overload [22] [30] . Opinions ex-
pressed in groups and repeated represent particular narra-
tives and beliefs [2], which are passed on and significantly
contribute to the acceptance or rejection of the worldview.
News are also moving into cyberspace [17], bringing in-
formation about events in real time - social media with
their content (whether true or fictional) is often the pri-
mary source of information for news agencies.
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The shift of social interactions and intelligence to cy-
berspace highlights the effect that information itself has on
social groups and individuals themselves, and the dissem-
ination of information itself becomes subject to regulation
and control. We see this effort on the part of providers
of platforms [13] [3], political and power groups and gov-
ernments, which approach information as an information
weapon and a tool for psychological operations [5] [6] [4]
[10]. At the level of national security, information and its
dissemination has the ability to reach the target population
outside the borders of the state and continents and thus
influence perceptions at the level of economy, politics, re-
ligion, security.

1.2 A simple premise

We build our work on a simple premise.
An information about event appears in cyberspace (this

information can be true, false or mixed together).
The individual (human, AI bot, intelligence agent, mar-

keting agency, etc.) creator responds to these events in a
dedicated way according to their "configuration". Accepts
or rejects the event – in its configuration it expresses sen-
timent, towards set entities.

The behavior of individuals then grows into the behav-
ior of the whole group. An individual who comes from
outside then perceives the behavior of the whole group as
a unified acceptance or a rejection of the event.

As a result, the group’s behavior is used (media, polit-
ical, security) as an approval (consent), narrative, under-
standing of the event and unfolding other events (Figure
1).

1.3 Group phenomena

We focus on three phenomena – group polarization, be-
lief echo chamber, and confirmatory bias. We analyze this
situation from a perspective of mining certain information
from a text interaction (Figure 2). That information can be
– a definite source, a concrete word or phrase, sentiment
towards entity, or a complex belief.

One of the most striking phenomena is group polariza-
tion [1]. A typical example is when one group uses only
one information source and the other uses another and the
opinions in these sources are opposite and the information
and biases towards specified entities can be described as
opposite extremes. The sentiment towards particular enti-
ties is opposite within the social interaction.



Figure 1: A simple premise of connection between an in-
formation about event, individual’s interaction and a group
behavior

Belief echo chamber [23] [33] is a part of imaginary
space where repetitions, or worldview, or information
sources are repeated (depending on what we are watch-
ing). In general we can understand thoughts, or narrative,
sentiment to particular entities. Repetition of the opinion
multiplies the effect of this information on the members of
the group. And a person in an echo chamber encounters
only that information that corresponds with their own.

Confirmatory bias [32] is a phenomenon when an in-
dividual responds to information in the opposite direction
to the sentiment given in presented information, distorting
incoming factual reality to fit preexisting worldview or to
selectively cherry pick determined sources and informa-
tion with corresponding belief.

1.4 Events

In the case of the analysis of world events, we monitor the
development of events (conflict or support in a material or
symbolic level) based on the past or similar developments
at the global or local scale. We also monitor the dynamics
of the spread, or conversely, the concealment and promo-
tion of information of a specific event in cyberspace from a
selected source. Therefore, we monitor both actual events
and information about events. In addition to the analysis of
events in the level of symbolic expression and computabil-
ity, we observe the possibilities of suitable visualization of
events and their dynamics and their further processing.

1.5 Motivation

Monitoring and quantitative understanding and intercon-
nection of macro (events) and micro environments (indi-
vidual and group interaction) within the monitored sources
(social networks, surface internet) thus means a realistic
understanding of the observed phenomenon in a certain
ecosystem.

At the level of knowledge, as a society we are interested
in the macro environment – events that have taken place,

Figure 2: A common scheme of sources, items and inter-
actions

or we are just interested in mentioning them in cyberspace
(within selected information sources) and micro environ-
ment – interactions between individuals and their positive
expression, or a negative attitude towards individual situa-
tions, entities, opinions.

As a result, we want to know the approval or opposition
to a particular narrative, a belief in the form of a world-
view, and thus a forward reaction to other (similar in pat-
tern) world events, where there is already a positive or neg-
ative sentiment towards the actor.

The knowledge gained in this way has a societal char-
acter and we can approach this issue at the level of a long-
term aim, namely the creation of tools and methods for
collection, rather than just a one-time processing of se-
lected data.

The goal of our efforts is to create a tool and platform
that participates and can be used for long-term research on
these distinct social phenomena at the global level. Fur-
thermore, to connect the research in the field of computer
science (artificial intelligence, scalability, parallel compu-
tation and visualization) and specific methods and individ-
ual researchers and institutions who will focus on phenom-
ena understanding.

2 Main work

2.1 Pipeline

The first step is to collect the data. We are talking about
different sources (surface internet discussion comments
and social networks) different methods of getting this data
(API, web scrapping, headless browsers) and storing it in
a suitable temporary storage, that can be used to popu-
late existing datasets and of course updating and collecting
new data based on previous collections.

A common scheme (Figure 2), which can be applied
both on social networks and surface internet describes a
hierarchy of an information source (certain website, users
Facebook page, Twitter feed, Reedit page, etc.), which is
examined, information item which can be a document, ar-
ticle, tweet, posts. Finally, an interaction feed which is



Figure 3: Architecture of the platform

constructed from single interactions presenting as a com-
ment, or determined activity (reaction).

This is followed by data cleanup - such as corrupted, un-
usable, incomplete, duplicate pieces of data are discarded.

Furthermore, merging or separation from different
sources, depending on which sources we want to process
the data is present and storing the data in the mail compu-
tational grid.

Annotation is the most important step in the entire cycle
because we assign some meaning to the text - identifying
used references to referenced web resources, entity detec-
tion, sentiment analysis, or even detect ideas with hand-
crafted ontology or text summarization. We understand
the annotation as a dynamic parametrized process that can
be run with multiple parameters on specified data and thus
it can be used as a benchmark within selected algorithms,
NLP models. Over time, we can, for example, annotate
image, video, sound and thus further the information col-
lection to a whole new spectrum of media formats.

The following step is the data transformation for the
model’s calculation options – encoding semantic to sym-
bols. We can also model a behavior of a super system as a
simulation of profiled multi agent group.

The last step is to get the results and then apply the feed-
back to step up the accuracy of our models, store it and
share it within the research group.

The whole pipeline architecture is very simplified and
represents only one computational node. In the case of
multi-institutional collection we add more complexity and
managed layer of distribution of technology and data shar-
ing.

2.2 Architecture

From the point of view of technical architecture (Figure 3)
of a self-standing system we can talk about three units.

The first unit is a part of the system that is used for col-
lecting and storing data from various sources. We collect
data both through collectors that interactively retrieve data
from web sources, and through imports. Each definite
source has a group of imports and collectors which can
be used to access it. Data about events can be accessed

through annotation of information items or through event
databases such as GDELT1.

The second unit introduces a system for annotating and
working with data both in the form of running tasks and
manual annotation. It is about implementing a web inter-
face where we can work with data that is pumped into the
system. In this part of the system we can also create ontol-
ogy describing complex ideas manually.

The third unit introduces the models of bio-inspired AI
and their application in data processing. So we are talk-
ing about the model with the aim of classifying, detecting,
predicting and generating content.

From the point of view of using technologies we choose
several physical servers, GPU calculations, we consider
the possibilities of deploying virtualization because of lim-
itations and ensuring the operation for particular units.
Our work is mainly done on a commodity based hardware
with no use to special computation resources.

We choose relational and document databases, and tools
for big data processing for the raw data storage. Artificial
intelligence is solved using popular frameworks such as
Tensorlow, Keras, PyThorch, as well as Python libraries
NumPy, SciPy, Pandas, SciKit. After a model is fully
tested we proceed to low level language implementation.

2.3 Bio-inspired methods of computing

Information extraction (IE) The goal of IE is to trans-
form the input unstructured text into an output structured
form. This process could be divided into two parts. First,
extract named entities. Subsequently, classify existing re-
lations between entities. The most common methods for
IE solve both tasks separately.

Named entity recognition (NER) Linear-chain Condi-
tional Random Fields (CRF) [18] is one of the classic
methods for NER. Today, neural network is one of the
most effective methods for NER. Various models based
on Long Short-Term Memory (LSTM) have been tested
[12]. Others combined LSTM with CNN [8] or CRF [16].
Many of the most advanced models use pre-trained lan-
guage models as the BERT (Bidirectional Encoder Repre-
sentations from Transformers) [9]. Further improvement
was achieved using context representation [24].

Nested named entity recognition(NNER) One of the
biggest challenges in NER is the extraction of nested
named entities, for example the classification of the "Fed-
eral Bureau of Investigation" as single entity denoting an
organization. Straková et al. [34] introduced method to
solve NNER as sequence-to-sequence problem, where the
input sequence contains tokens and output sequence la-
bels. Another approach was used by Li et al. [21], which
is based on creating queries and subsequent classification

1https://www.gdeltproject.org/



of relations between entities. The state-of-the-art model
BERT-MRC [20] can extract both flat and nested entities.
This model achieved the best results on ACE04, ACE5 and
Genia datasets.

Relation extraction For a long time, models classifying
relations between entities had problems with classifying
long-distance relations, single sentences with multiple re-
lations and overlapped relations on entity-pairs. The im-
provement was achieved by using models based on pre-
trained Language Model. These complex models have
been fine-tuned for Relation Extraction. Cheng Li [19]
introduced a method that creates a model with pre-trained
PLM parameters and achieve great success on SemEval,
NYT, WebNLG datasets.

To meet our goals, it is essential to create methods capa-
ble of extracting entities and classifying relationships be-
tween entities. Our data contain searched nested entities.
For this reason, our target model must handle these en-
tities. We want to test a new approach combining NER
and RE into one single model proposed by Bowel Yu et al.
[38] and compare this model with the classical approach
of two separate models for NER and RE. For these models
we will use the parameters from pre-trained BERT. The
resulting best approach will be applied to the dataset col-
lected from social networks. We want to analyze which
entities appear in the posts and what relations are between
them. This is essential for further global social analysis.
IE provides a tool for searching and sorting posts by con-
tained entities.

Aspect based sentiment analysis (ABSA) ABSA is an
essential method for understanding the content of a text.
The aim of sentimental analysis is to determine opinion
and emotions from the text. Compared to Sentiment Anal-
ysis, ABSA allows finer-grained determination of polari-
ties with respect to individual aspects. Main task can be
divided into two basic subtasks: (1) the detection of as-
pects in the source text; (2) the classification of polarity
[25] [29].

Various methods have been used to solve the ABSA
task. Portia et al. (2006) used the CNN architecture
[26]. Jebbara et al. (2017) created stacked RNN and CNN
[15]. Several high-success models have been developed
for ABSA in recent years. Models based on transformer
architectures such as OpenAI GPT2 were trained on var-
ious language tasks [27]. Significant success has been
achieved with the BERT model using self supervised pre-
training [9]. Raffel et al. (2019) demonstrates effective-
ness of transformer architecture on various language tasks
and achieved the highest accuracy on binary classification
Sentiment Analysis dataset SST-2 [28]. For ABSA task,
the state-of-the-art model LCF-ATEPC achieved high effi-
ciency on SemEval-2014 Task 4 dataset [37]. A different
approach to solve ABSA, that we would like to try, pro-
posed Chi Sun et al. [35]. They transform ABSA task to a

sentence-pair classification task.
For a deeper understanding of the input sentences, it is

necessary to apply a contextualized word embeddings rep-
resentation. ELMo model presented by Peters et al. [24]
used LSTM layers to create deep contextualized word rep-
resentation. A deeper understanding of the sentence con-
text has been achieved with BERT model, which uses both
left and right contexts. In our research, we create a model
based on multi-head self-attention along with BERT archi-
tecture. The input strings will be processed by a sub-word
tokenization. Transfer learning will be used for speed up
training. We will optimize the architecture and hyperpa-
rameters to achieve the highest accuracy. For hyperparam-
eters tuning we would like to test new optimization algo-
rithms based on evolutionary algorithms such as PBT [14].
Once we find optimal architecture and parameters, we will
compare it with other models on SemEval-2014 Task 4
dataset. Finally, the trained model will be tested on Twit-
ter posts. With the final model, we will be able to classify
whether the post deals with interest topic or entities and
how it relates to it. Advanced methods of sentiment anal-
ysis will allow us to get an idea of the opinions of various
social groups on individual aspects.

Polarization We can identify different opinion groups us-
ing cluster analysis and outputs from IE and ABSA. Soci-
ety and its views evolve over time, so our models have to
train online. These groups will be monitored over time de-
pending on world events. Some of the analyzed data will
be high-dimensional, thus we will use dimensionality re-
duction algorithms before further processing. We cannot
expect that collected data have Gaussian shape. There-
fore, we will use various algorithms applicable for data
clustering, including BIRCH and K-means. The amount
of collected data will be large so it would be inefficient
to use a hierarchical clustering. Different unique opin-
ion groups can be detected with anomaly detection tech-
niques. From the collected data we will be able to deter-
mine what characterizes each group and how they inter-
act with other groups. Once we analyze the polarity of
groups to certain events and entities, we can analyze how
groups differ and what they have in common. If new opin-
ion groups appear during the monitoring, we will be able
to detect them using novelty detection techniques. We can
use Local Outlier Factor or Isolation Forest algorithms for
this purpose. The collection of these processes shows us
how world events influenced society views and what social
groups think about the given topics.

Content generation Text generation is a method of artifi-
cial intelligence that generates natural text. GAN is a pop-
ular type of network for generating natural text. One of the
models capable of generating coherent and semantically
meaningful text is LeakGAN [11]. Shoeybi et al. [31]
used model parallelism to create a state-of-the-art model
on WikiText-103 dataset. A complex language model as



Figure 4: Polarization in use of sources, 689 days, 3,2M
interactions

the GPT proved that it is able to generate convincing text.
This model was trained to predict new word in sentence
on large corpus of text. Once we have categorized posts
by opinion groups, we will create a model based on GPT2.
Recently released GPT2 pre-trained weights will be used
as initial model parameters. We fine-tune model on the
collected posts so that it can generate new posts syntacti-
cally similar to the posts of the selected opinion group. We
will optimize the temperature parameter to get various dif-
ferent posts. For training we will use the same techniques
as OpenAI used for GPT training. Twitter posts of specific
group will be our training data and we use self-supervised
task to predict next word in these posts. Finally, we create
a binary classifier model that will classify which posts are
real and which are artificially generated. We compare ac-
curacy of this model with human. GAN architecture will
also be tested to generate posts, but due to GAN training
difficulties, this is not our preferred choice for the final
model.

3 A practical example

As a real-life case study, we created a collector based on
HTML content extraction and collected interaction from
one of the most visited news portal in Czech republic
novinky.cz. The collection was specific, because the web-
site does not hold discussions to their news article open
endlessly, but access to the discussion is removed in an
undisclosed time.

Our collector was working in 24/7 mode and periodi-
cally checking for new interactions as well as new pub-
lished articles with open discussion to appear in a cycle
and collect them before they were disabled. From this
point of view, we made a prospective study.

The data from novinky.cz (selected source) was col-
lected since 18.9.2017 and the collection was active for
689 days. During the collection we obtained the 3 282 429
interactions from 24 787 anonymized creators who partic-
ipated in the 54 073 of the observed discussions within

news articles (information items). During the 689 days
collection we obtained 3745 unique referenced sources.
But in the group analysis we dealt only with the most used
one.

From collected text (HTML) interactions we removed
interactions which were censored, we removed duplicated
texts (citation of other creators) and we focused on the use
of concrete references to sources in interaction together
with sentiment-based analysis towards definite entities in
a content analysis. Our aim was to evaluate which sources
and how are they used in groups from the point of view
of polarization – a theme which was resonating in main-
stream media and political discussion due to election sea-
son.

We used a hierarchical clustering analysis on top of
modified normalized web distance computation [36] based
on the premise that user used s specific source (Figure 4).

In this example we removed all sources that could be
described as plural media (Youtube, Facebook, Twitter)
– with content assumed both anti-systemic and systemic
from a view of socio-political consensus in Czech repub-
lic and analyzed only sources that could be view as sys-
temic (mainstream media, and corporate media) and anti-
systemic (Russian outlets and independent media).

This simple analysis shows a very strong polarization
between groups A versus groups B,C,D. We can see the
polarization between the group that uses the so-called anti-
systemic sources (Figure 4 group A) and the remaining re-
sources (Figure 4 group B, C, D). In the group A we see
aeronet.cz, sputniknews.com and others which were de-
scribed by the mainstream media as media with disinfor-
mation and fake news content.

We used a various approaches for a content analysis
(with different results) and aspect-based sentiment anal-
ysis based on the detection of entities. The approaches are
mentioned in this text. In general we can describe the re-
sults as following:

In the group A there was a positive sentiment about
China, Russia, Czech nationalism, some political figures
namely Vladimir Putin and Donald Trump and a negative
sentiment towards NATO, EU, Israel and the USA. USA
intelligence agencies like CIA and FBI were mentioned
with negative sentiment too.

Groups B, C, D had this sentiment expressed in reverse
– negative sentiment was mainly towards Russia, China,
North Korea. Politicians with negative sentiments were
Vladimir Putin and Donald Trump. Positive sentiment was
towards the USA, EU.

In this example we clearly see the polarization that is re-
flected in the choice of source, as well as in the expression
of sentiment towards certain entities, corresponding to the
narrative that the referenced sources inform about. This
example illustrates the reality of the phenomenon. We
have accessed specified sources in the analysis and pro-
ceed with sample content analysis of information items
(articles) and interaction and found out that the sentiment
towards entities corresponds with the analysis of the base



dataset, so we can see those sources as a real-life example
of belief echo chambers disregarding factual reality. The
bias was with the same positive and negative tendencies as
in analyzed interactions.

Our aim is to optimize used methods and present more
robust and thorough analysis of the data-set we created.
And to quantitatively evaluate results both in the form of
output content and effectiveness and to publish those re-
sults both from phenomena level and level of bio-inspired
methods and their effectiveness.

4 Discussion

4.1 Importance for society

Creation of an open, accessible and international global
tool, which is intended for researchers of real social phe-
nomena, as well as for informatics as a tool of applied
research in the areas of AI, data processing, visualiza-
tion is seen as a synergic effort. Our work combines re-
search, technology, phenomena understanding and indi-
viduals who participate in their research.

Real quantitative mapping of phenomena that take place
in a dedicated ecosystem and which are to some extent
very generalized presents answers to today’s world prob-
lems in the field of information warfare. Understanding
the dynamics of information dissemination between indi-
viduals, groups and information sources. Monitoring and
analysis of the development of events with regard to the
distribution of information.

The ability to create simple profiles of both individuals
and entire groups and place them in the context of events
that take place in society. Ability to monitor and detect
the performance of psychological operations or malignant
work with information, both preventively and retrospec-
tively.

The analysis of phenomena itself is only the first step.
The second step is the prediction of the behavior of the in-
dividual, groups, and the world itself at the level of infor-
mation about the possible upcoming typified event and the
placement of even small phenomena in a massive context.
With the ability to proceed with real time infrastructure
content generation we can achieve a higher level of social
dynamics and their response to particular information.

The storage of events and distinct interactions repre-
sents the preservation of the image of a part of the social
groups which are present on internet and their reactions in
a specific time and regional space. Thanks to the availabil-
ity of this data, we can better understand current events
and their development, both in the context of the past and
present, even at the level of monitoring and understand-
ing the deployment of information weapons and the im-
plementation of psychological operations.

4.2 Importance for IT

The main idea is to create an organic global scalable plat-
form, that could adapt to large datasets, easy plug-in model

and AI integration and streamline pipeline.
Optimization, implementation and creation of suitable

bio inspired computing methods, including already trained
models that can be used on specific data sets within the
project is a main goal. Modification of models to be suit-
able for general text corpuses and wider usage is step to
a more general way of usage of the optimized outputs.
These methods deal with - extraction of information, de-
tection of entities, determination of sentiment, ability to
predict, classify and generate parametrized content.

Creating a library of suitable (and interchangeable) bio
inspired methods that can be used both for processing
group phenomena and for working with global and local
events, processing the dynamics of complex networks. Fo-
cus on optimization, implementation of methods and their
comparability on living infrastructure.

Effective visualization methods that are applicable both
for analytical human understanding of selected phenom-
ena and for further machine processing at the input level
to other computing subsystems are needed to be method-
ologically created. Use of unorthodox data representation
as a form of transcription of symbols and numbers for fur-
ther processing in bio inspired systems is also a priority.

The system should be presented both as a research tool
and as a benchmarking tool for a plethora of bio inspired
computing methods and their combination and particu-
lar optimization and fine tuning. Thus the usage of dis-
tinct methods, models and their optimization together with
computed outputs should be used as an internal bench-
mark for finding specific insight for developers. Therefore
a simple share and platform mechanism is needed to be
implemented.

We want to focus on computation, visualization and un-
derstanding of complex network behavior and their time
dynamics not just static properties of time defined system.
Time dynamic and modeling in networks is important for
a deeper understanding of selected phenomena and to un-
derstanding basic pattern similarities. Thus working on
universal complex network computation is promising.

The concept of the system is built on a simplistic reduc-
tion of beliefs and thought to a form of ontology based on
positive or negative sentiment towards entity. We can de-
scribe it as a very simple NLP reduction of text. We see
a potential in the system 2 AI to focus more on abstract
concepts and reasoning and gaining a higher level of ma-
chine understanding of higher and more complex ontology
models.

4.3 Shortcomings

We realize that it is not possible to collect data from the
entire surface Internet and all of the favorite social net-
works. The aim is to have the ability to analyze selected
subsets from social networks and surface internet to a cer-
tain extent (theme, language, sections), and then train the
computational models on the collected data as a whole.



The collection is primarily based on monitoring defined
sources from the surface Internet. In future we assume a
managed way to distribute sources which should be col-
lected within partnered institutions based on location and
language. As a result, data sharing on big data platform is
a goal but we always assume a subset of potential sources.

As part of academic research, we do not violate the
operating conditions of individual terms of services of
sources we collect. Users are anonymized within the sys-
tem and processing, so only textual interaction and avail-
able metadata are collected.

A distinct area of work is the creation of an autonomous
collector, which receives only the URL of a target source
and proceeds with all activities (detection of items, feeds,
processing and detection of interactions, detection of users
and scheduled updates) related to data collection. In the
first phases, we rely on the creation of manual collectors
always corresponding to the monitored source and having
their own algorithm for data extraction and collection.

Our effort is to share data, infrastructure, training and
optimization of models between institutions and creation
of a unified multilingual environment for the work of the
end users. At the infrastructure level, we see a priority
in a simple addition of a computation node for collecting,
updating, distributing models and scalable data sharing.

5 Conclusion

In this text we presented the Zrec project (www.zrec.org).
The aim of the project is the analysis of psychosocial phe-
nomena (group polarization, belief echo chamber and con-
firmatory distortion) on the surface internet. These phe-
nomena are analyzed in the context of reactions (positive,
negative) to information about local and world events. Our
primary sources are social networks, and discussions and
comment boards within webpages. Part of the project fo-
cuses on analysis and visualization of the dissemination of
information about events on the surface Internet.

Žrec was an ancient highest Slavic priest and prophet
who could influence even significant political decisions.
Observing and understanding beyond the boundary of
common communication, global processes and conscious-
ness, that is the goal of our project

The topic of group behavior and individual’s reaction
to information resonates in the areas of politics, national
security, religion, education and economics. In this case,
we fulfill the need after quantitatively processing selected
phenomena on the open Internet in the form of tool. The
motivation is therefore to create a scientific research plat-
form that contains methods, data, researchers in the field
of Ai and end users who study the observed phenomena.

The core of the platform is built on a suitable combina-
tion of biologicallly inspired computing methods, which
take care of the detection of entities, relationships between
entities, extraction of information and determination of
sentiment. Furthermore, methods that examine their own

group behavior at the level of dynamic heterogeneous net-
works. We see the platform as a benchmarking tool for
selected methods, which focus on the same result.

We include a 689 days prospective study which under-
lines the existence of select phenomena and perspective
ability of select methods to proceed with deeper content
analysis. We see a plug-in implementation of concurrent
methods and their combination and optimization as a best
way to achieve reliable quantitative results.

At the IT level, we focus on optimizing and finding new
models and methods for working with text, effective com-
putational models in the field of text annotation, complex
network dynamics, data architecture scaling, unorthodox
data representation and building a dynamic ontology with
the ability to add remote computing nodes in the form of
newly involved institutions.

Project’s development represents involvement of other
institutions to proceed with regional data collection. A
creation of shared big data space to implement select AI
models for content analysis and providing the platform to-
gether with collected data as a research and archive tool.
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