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Abstract. Decision making in the economy demands tools to find the most ef-

fective, cost-affordable, and optimal solutions. Besides, there is a high necessity 

to have possible solutions not for tactic needs but for strategic as well. Business 

and economic analysts of all levels of economic management are eager to put 

up the user-friendly software, apps, or solutions to support their analytic and 

forecasting attempts. In the epoch of the claimed Industry 4.0, rapid digitization 

and on-line of recent quarantine events, the information systems, and any com-

puter support is the best possibility and treasure. This paper is devoted to the 

idea of possible computer support for the analysis and forecasting of economic 

dynamics. Particular attention is paid to the time series modelling and detecting 

of its cyclic component. The majority of economic time series have the season-

ality or other cycling inside of its dynamics, that could dramatically pervert the 

linear trend forecast or any other determinate direction of the trend. The pro-

posed information system is quite user-friendly but the low error way provides 

a potential user with the tool of cyclic component forecasting. The methodology 

is grounded in the Assimakopouloscyclicity filter. The case of Denmark's GDP 

quarterly since 1995is presented to test and confirm the system's effectiveness 

in acquiring knowledge about the dynamics of the economic system. The suffi-

cient accuracy of the implemented forecasting methods is presented. 

Keywords: Information system, Economic cycle, Assimakopoulos approach. 

1 Introduction 

A large proportion of open databases for the analysis are represented in the time series 

view. There is often a need to analyze the main components of the time series: the 

trend, seasonal, cyclic, and random components. The presence of each component is 

explained by different reasons. The trend component that determines the direction of 

process change is most often analysed in the time series. Its presence is usually ex-

plained by demographic or technological factors. There are numerous opportunities 

for trend modelling, in particular, the regression approach that allows different shapes 

of a trend component modelling: linear, quadratic, exponential, and so on. It is also 
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possible to detect the magnitude of the trend by using certain smoothing methods: the 

sliding average method, exponential smoothing [14], double Brown exponential 

smoothing, triple Brown exponential smoothing, Holt-Winters’ model [7]. 

It is no less common to exploit cycles and seasonal variations that show periodic 

changes over a certain period. For example, in agriculture and demography the mod-

elling of monthly or quarterly fluctuations during the year, daily fluctuations during 

the week, and so on are in the scope. Some methods have been developed to highlight 

seasonal variations, including the Holt-Winters’ seasonal models and the seasonality 

index model. Econometrists often model seasonal fluctuations by adding some dum-

my variables to the regressions. It allows determining the effect of each season on the 

variable under study. 

 

 

 

Fig.1. Time series components. Source: authors' compilation. 

 

As a rule, all parts of the time series that are not included in the trend or seasonal 

component are referred to as the random component. There are some possibilities for 

creating models for random component analysis, in particular ARMA models [6]. 

However, researchers do not always carefully examine how this random component is 

formed. For example, if a variable under study is affected by weather, which is cur-

rently very difficult or impossible to predict over a long period, then it is referred to as 

a random component. It also might include the effects of the cyclic component. This 

is uncertainty happens because, in practice, analysts rarely work with enough long 

time series reasoning by the significant changes in the methodology for collection and 
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processing economic data. However, if such a series still exists, then it is necessary to 

detect a cyclic component (Fig. 1). 

In practice, the cycle extraction from the trend causes considerable difficulties 

caused by the interconnections. The trend shows a long-term change direction. Whilst 

the cyclical component is a rhythmic fluctuation of indicators by a certain value, 

which can be observed only for a rather long period. One of the approaches to isolate 

cyclic sequence fluctuations is the Assimakopouloscyclicity filter [1]. It is not math-

ematically complicated, so it can be easily programmed and is most practical to use, 

although relatively little known. 

The purpose of this paper is to propose an information system that based on an im-

ported database could eliminate the cyclical fluctuations in time series and simultane-

ously detect both the magnitude of such fluctuations and other components of the 

series. 

Structurally, the article consists of the following sections. The literature review 

presents an analysis of publications with methods for identifying the cyclic compo-

nent in different fields, identifying their advantages and disadvantages. The method-

ology section describes the formal rules for allocating cyclic components in time se-

ries. The following section demonstrates the ability of an information system to split 

the time series into components. Finally, the last section provides conclusions. 

2 Related works 

The literature review on the cyclic component detection in the time series is quite 

vast. However, the main idea of this paper is to match the research gap in the studies 

of time series in the economic and social fields, along with the literature on the IT 

systems in the economy, particularly to put in the forecasting tools topic. 

A significant problem in the economic situation forecasting and analyzing is to 

correctly identify the beginning of each phase of the cycles. This issue is still causing 

considerable debates among scientists because even under the modern development of 

statistical science, different researchers differently determine the presence of a new 

phase of the cycle. At present, there is no clear interpretation of the change in cycle 

phases, and therefore the cycle length. The latter magnitude is generally associated 

with the prime problems in the cycle formalization. Since even in retrospect there is 

no clear interpretation of the start and endpoint of the cycle: they are hardly deter-

mined. 

Of course, the current state of issues provokes the necessity to develop a model for 

determining the length of cycles and the time of their phase change. There were at-

tempts to develop such a mechanism using Markov chains [31]. Nevertheless, such a 

mechanism, on the one hand, is rather bulky and difficult to use, and on the other 

hand, has no restrictions on cycle phase changes, which makes it impossible to appeal 

to the classical definition of the cycle. 

In economics, the economic cycle refers to fluctuations with a fixed period. The 

most important types of cycles [27] are: 

• Kitchin warehouse cycle, 3-4 years long; 



• Juglar fixed-investment cycle of 7-11 years; 

• Kuznets infrastructural investment cycle (15-25 years); 

• Kondratiev wave of 45-60 years; 

• Forrester cycle of 200 years. 

The logic behind the proposed cycle lengths is determined only by the authors' 

understanding of the time it takes to change a particular product, production facility, 

or economic model. Still, it should be noted that all of these developments were based 

on data from the late XVII - early XX centuries. Though, the speed of economic 

change and new technologies launch has completely changed the idea of how the 

phases of the cycle change, what its real length is. Indeed, in the XVIII-XIXth centu-

ries governments did not inspect the effects of cyclical fluctuations, and consequently 

did not respond to them. Then it says about the relative purity of scientific analysis of 

the crisis length. Yet, as early as the XXth century, following the Great Depression, 

governments began to use different mechanisms to avoid or eliminate the crisis. Such 

attention to crisis analyses could not affect the real economy and the behaviour of 

people who changed their expectations about the frequency of crisis and their devas-

tating consequences. Although it did not lead to the complete abolition of the eco-

nomic crisis, it has significantly changed the incidence and new expectations of peo-

ple. In particular, if people previously feared crisis due to temporary loss of life and a 

rise in the cost of living, then today, the population expects only extremely dire crisis 

on a global scale with the devastating force like the 2020 pandemic coronavirus has 

shown. 

Also, it should be understood that globalization is a process of synchronization in 

crisis phenomena. The paper [17] analyzes the level of economic growth synchroniza-

tion in 185 countries. It was shown that a high level of synchronization was observed 

from 1990 to 2011. During this period global shocks accounted for about 77% of 

GDP dispersion in developed European countries. At the same time, regional shocks 

have played a greater role in the CIS, Asia, Africa and the Middle East. The results 

indicated a higher level of synchronization in industrialized countries. Also, it should 

be noted that according to [17] the global financial crisis led to an increase in a global 

synchronization of economic growth, but the level of synchronization decreased at the 

beginning of recovery. 

Accordingly, a particular problem of long-term forecasting is the allocation of cy-

cles of different lengths. If all the cycles were of a predetermined length, if their ob-

jective manifestation was not impeded by numerous factors, then the possibility of 

mathematical determination of groups of cycles could be clear and simple. In fact, to 

determine the cycles of different lengths the researcher needs a sufficient number of 

observations. For example, to determine a cycle of 45-60 years (Kondratiev long 

waves), a series of at least 200-300 observations should be analyzed. Since the cycles 

are allocated with annual data, it is necessary to have the dynamics of some economic 

process at comparable prices for 300 years. That is a statistical challenge of any coun-

try in the world. 

Thus, at the present stage of statistics, it is impossible to determine cycles with a 

large wavelength by mathematical methods alone. Having only more or less reliable 

and comparable observations over the last 100-120 years, one can speak of the alloca-



tion of small and medium cycles. However, it should be noted that the required statis-

tics only exist in some countries. The geopolitical redistribution of the 1990s, the 

creation of new states, make it impossible to comprehensively analyze and test any 

method on real data. 

This problem is not limited to economics. For instance, cyclical fluctuations are 

present in the climate change on the planet. Nevertheless, due to the destructive ac-

tivities of mankind, increasing the carbonation of the economy, the impact of cycles 

has significantly decreased compared to the global temperature increase trend, which 

does not allow it to be distinguished by standard econometric methods. Global warm-

ing and climate change have recently led to environmental, physical and medical con-

sequences, including extreme weather events. Compared to 1850, the average temper-

ature in the Northern Hemisphere has become higher by about 1.4 degrees Celsius, 

and in the Southern Hemisphere by 0.8 degrees Celsius [23]. Despite numerous 

agreements to limit atmospheric emissions, for the first time in four years, CO2 emis-

sions increased in 2017 leading to atmospheric concentrations of up to 403 ppm com-

pared to the pre-industrial level of 280 ppm. Over the past half-century, emissions 

have grown exponentially and temperatures have risen linearly [28]. 

Afterwards, there is a assembly of studies dedicated to the cyclic fluctuations 

modelling in the ecosystems to forecast chaos state (i.e. [3, 13]). Mathematical mod-

els have shown that species interactions can produce chaos. However, the field evi-

dence of chaos in natural ecosystems is still quite singular. In [3] it had shown that 

natural ecosystems can sustain continued changes in species abundances and that 

seasonal forcing may move forward these non-equilibrium dynamics to the edge of 

chaos. The next set of published studies is considering the fluctuations and cycling in 

time series analyses implementing it to the ecology [4-5], macroeconomics and in-

vesting [12, 25, 29], demographics and social economics [20, 22, 24]. Most of the 

studies are devoted to modelling short-term fluctuations in the presence of seasonal 

and long-term patterns, dealing with time-varying confounding factors and modelling 

delayed ('lagged') associations between exposure and outcome [4].  

The major part of researches determines the cyclic component as regular or peri-

odic fluctuations around the trend, excluding the irregular component, revealing a 

succession of phases of expansion and contraction [16]. The cyclical component can 

be viewed as those fluctuations in a time series, which are longer than a given thresh-

old, e.g. 1½ years, but shorter than those attributed to the trend [26]. The best example 

is a business cycle, which typically lasts several years, but where the length of the 

current cycle is unknown beforehand, like the famous Canadian lynx data – the num-

ber of lynx trapped each year in the McKenzie river district of northwest Canada 

(1821-1934). These clearly show a periodic population cycles of approximately 10 

years. The cycles are not of fixed length – some last 8 or 9 years and others last longer 

than 10 years [30]. 

At the same time, the realisation of time-series analyses for the economic model-

ling is not exhausted just with tools of R, Eviews, Excel and other known software. 

More and more companies are trying to support their analysts with quick, simple and 

effective software that able to be helpful even for the person without deep economet-

rics education, like logistics, marketing or production managers etc. Within the artifi-



cial society, launching Industry 4.0 and the new era of robotization, there is a higher 

demand on the computational intelligence that would be able to produce friendly in-

terface software with the application of the complicated but quite effective fozzy-

logic-based computing, econometrics modelling, particularly time series modelling, 

neurocomputing[19]. The business struggles to solve complex computational prob-

lems in the economic systems by using conventional mathematical methods but in a 

friendly way for a broad group of managers and decision-makers [2, 9, 21].  

Highlight, that detecting of cycling is highly important for the economy. The na-

ture of the cyclicality of economic variables or political decisions is inherently linked 

to the concept of the business cycle [11]. The simplistic idea of cyclicality research is 

to isolate cycles from the overall economic dynamics and analyze their dynamic rela-

tionship within the processes under study. Thus, the problem of correct allocation of 

the cyclical component of economic development is central to such studies. Besides, 

this problem has been and remains one of the most important in economic theory, as 

evidenced by the broad list of Nobel laureates who have made significant contribu-

tions to the development of the problem (Finn Kidland and Edward Prescott, Robert 

Engle and Clive Granger, Christopher Sims and Thomas Sargent) [8].  

From the point of economic policy decisions, pro-cyclical discretionary economic 

decisions stimulate the phases of the economic cycle - in case of uplift they stimulate 

economic activity, in case of recession they cool the economy [18]. A pro-cyclical 

economic policy increases the amplitude of business cycle fluctuations. Acyclic eco-

nomic policy does not affect cycle parameters. Counter-cyclical policy cools the 

economy in the face of overheating trends and stimulates the recession phase. Deter-

mination of cyclicality characteristics in terms of business cycle theory and economic 

politics is not always the same. If government spending increases in the business cy-

cle growth phase and falls in the fall phase (positive correlation), then we have an 

example of pro-cyclical policy on both approaches. If, for example, to take into con-

sideration the central bank's discount rate, then raising it during an economic upturn 

and lowering it during a recession (positive correlation) we will formally consider 

pro-cyclical behaviour, but in terms of monetary policy, we are dealing with counter-

cyclical measures [10].  

To highlight the cycles of an economic process, the first question that needs to be 

answered is the trend characteristics of the dynamic process. Choosing a rational fore-

casting strategy is one of the fundamental problems in any sector of the economy. The 

arsenal of economic cybernetics methods contains a large number of various methods 

of economic dynamics (time series) analysis which distinguishing feature is consider-

able computational complexity and, as a consequence, the impossibility of practical 

application without the use of modern software. The purpose of economic dynamics 

analysis is the conceptualization of a comprehensive computer system to support the 

forecasting ability. Mostly the researchers and economists are eager to obtain qualita-

tive conclusions about the nature of the system behaviour to predict it and then use the 

results in the management of the economic system. Thus, the conceptual components 

of the complex economic system analysis and forecasting are monitoring, forecasting 

and subsequent management. This reflects the main stages of economic and mathe-

matical modelling (research, forecasting and management of the economic system) 



and provides an integrated approach to the study of the economic system dynamics 

and the use of its results [15]. Hence, the example of one of the solutions to the indi-

cated problem is presented in this paper. 

3 Methodology 

As already mentioned, the allocation of cyclicity of time series fluctuations is an 

important practical task. First, it is necessary for macroeconomic research, because it 

is based on the analysis of the current economic cycle phase. Moreover, it enables to 

formulate an appropriate anti-cyclical or pro-cyclical government policy. Secondly, it 

is no less important to identify cyclical fluctuations for microeconomic modelling, in 

particular for the company sales analysis. At the same time, analysts often face a 

certain problem, which is the lack of long time series. This is due to the life cycle of 

the company, a particular product, accounting software, and so on. In any case, only a 

few firms can boast of having such long time series on which it would be realistic to 

distinguish cyclical fluctuations. Therefore, the model that allows this to be done with 

the least amount of observations, especially in automatic mode, should be valued by 

analysts quite highly. 

In the literature review, it was pointed out that in fact there are not many effective 

models used to detect cyclic oscillations, and therefore the choice is narrowed to those 

that are able to work with short time series. We have chosen the Assimakopoulos 

filter, which independently determines the length of the cycle on the basis of 

calculations, and makes it possible to determine the cyclic component of the time 

series, using only the initial data series. 

To present the information system we consider the Assimakopoulos method for al-

location of cycles in the economic time series. The idea behind the cyclic isolation 

method is to eliminate cyclic effects based on the so-called  -transformation. Such a 

filter can eliminate cyclic fluctuations of any length. Let the momentary trend in time 
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It should be noted that this method does not apply to the linear trend series. We 

assume that the time series is believed to have a "pyramidal" structure. It is based on a 

straight line that refers to the simplest long-term trend. This line is superimposed on 

cyclical effects, starting with the longest end and ending with the shortest. In other 

words, the cyclic effects are superimposed on the trend line in a strictly decreasing 

order, depending on their length. This reasoning is consistent with the assumption that 

small cycles exist as part of long waves. Finally, the pyramid ends with the imposition 

of a random component. 



The use of  -transformation first eliminates the time series of the random compo-

nent, then the shortest cycle, and ends with the trend selection. To use  -

transformation to eliminate cyclic effects, we enter  -index: 
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Let's consider step by step the structure of the method iterations: 

Step 1. Calculate the two additional observations to be added at the beginning and 

at the end of the time series. 

Step 2: Initially estimate the length of the longest cycle that appears in the time se-

ries. 

Step 3. Implement  -transformation for a new time series derived from the origi-

nal row by adding new elements in step 2. 

Step 4. Calculate  -index for each newly received time series. 

Step 5. End the process when the time series p - index refers to the largest cycle 

estimate (as initially estimated in step 2). Thus, the time series obtained contain the 

trend of the initial time series. 

Then a regression on the first and last n observations is constructed to obtain addi-

tional observations. Most commonly researchers use 5n . 

It should be noted that the above method eliminates the time series of all cyclic 

fluctuations whose length is less than selected in step 2. It cannot be guaranteed that 

the maximum possible cycle length will be selected. 

It has been practically found that there is a relationship between the p - index and 

the length of the longest cycle, which can be determined from the time-series graph. It 

has been shown that the kl  length of cycles using  -transformation disappear if 

kp  . The relationship between p and k  for monthly data is the following: 

 p = 1, the length of the eliminating cycle is equal to 5 (period of 5 

months);  

 p = 0.1, the length of the eliminating cycle is equal to 12 (seasonal cy-

cles);  

 p = 0.02, the length of the eliminating cycle is equal to 45-60 (period of 

4-5 years);  

 p = 0.007, the length of the eliminating cycle is equal to 80-125 (period 

of 7-10 years).  

The above method can be widely used in forecasting a variety of economic infor-

mation. It should be noted that generalization of known techniques can (as in the case 

of exponential smoothing) improve the accuracy of forecasts. 

Thus, when running the program for the initial sequence (which is the database), 

the maximum and minimum values are calculated. Further, based on a simple linear 

regression (usually taking the step n = 5), the additional values are calculated having 0 

and k + 1 positions, where k is the number of database elements. Based on the differ-

ence between the k-th and (k-1)-th element of the sequence, the trend is calculated. 

Based on the difference between the i-th and (i-1)-th value of the trend, the difference 



in the trends is counted. One can select the largest value of the trend difference by the 

module. Next, it is appropriate to use the formula that calculates theta-index: 
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where  N –is the number of observations in the original time series, max L - min L – 

the difference between the maximum and the minimum value of the observations of 

the original series. 

If the theta index is greater than 0.007, we can speak about the strong role of the 

random component in the sequence. Then a new smoothed sequence is calculated, 

each kth term of which is the arithmetic mean between the (k –1) and (k + 1) level of 

the previous sequence. This sequence will already be somewhat smoothed relative to 

the previous one. As far, it allows you to determine the value of the theta index for 

already calculated sequence. Since we are interested in the maximum deprivation of a 

given sequence of the cyclic component, the calculation was carried out until the dif-

ference between the theta indexes of the obtained and the previous sequence would be 

less than 0.01. 

4 Results: programme description 

The program was developed by means of VBA for Microsoft Excel. When opening an 

application file, the user enters the standard Microsoft Excel file, where the original 

database has already been imported. However, users can download their data to run. 

When you make changes to the database, the user sees an application menu that ap-

pears automatically. There the analyst can either go directly to the analysis and get 

acquainted with the information about the program and its authors. 

The application interface has been specifically designed to be concise so that the 

user can intuitively work with the program without confusion in different windows, 

tabs, and the like. The user can at any time start analyzing the time series, which is to 

derive the most smoothed sequence, which is a trend estimate, the value of the cyclic 

component, and a graph that reflects cyclic fluctuations relative to the trend. The pro-

gram works for any size of the database, which is a significant advantage of it, and the 

process of work itself is fast, start-up-intuitive. 

The system is not overloaded with the choice of different parameters, because the 

user only loads the required database, all parameters are calculated using the method 

Assimokoupolos within the code, so the user is completely burdened with the need for 

mathematical calculations. If the user is not familiar with the concept of theta index, it 

will be enough to see a graph that shows the cyclical fluctuations of the initial se-

quence relative to the trend, or he can read the instructions to the program. 

Thus, one of the biggest advantages of this information system is its extraordinary 

ease of use. The user can make changes to the database if necessary to analyze anoth-

er time series. The pressing "Go to Analysis" button is affordable even for a person 



who is unfamiliar with time series analysis, that makes the proposed IT decision us-

ers-friendly one. 

5 Case example 

As the case example, we propose a time series of the value of Denmark's GDP in 

millions of euros collected quarterly since 1995 (Fig. 2). 

 

Fig.2. Data source. Source: Eurostat. 

Running the program allows a user to make the necessary calculations (Fig. 3). 

The columns of the MS Excel sheet contain the name of each period, its ordinal 

number, the actual value of the time series, as well as two calculation columns: trend 

estimation and cyclic component estimation. Accordingly, if we subtract the value of 

the cyclic component from the real value, we can analyze the new time series without 

the influence of cyclicity. It is also possible to analyze separately the value of the 

column of the cyclic component, which allows us to find an economic justification for 

certain changes in the time series behavior. 



 

Fig.3. Information system calculations for obtaining the cyclic component of time series. 

Source: authors'. 

Finally, one can construct a graph comparing the real value of the studied variable 

and the obtained forecast of the selected trend component (Fig. 4). 



 

Fig.4.Trend component vs real data. Source: the calculations of the information system. 

In the last step, one can build the dynamics of the cyclic component of the time se-

ries (Fig. 5). This graph is based on the calculated column of the cyclic component in 

Fig. 3. 
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Fig.5. Cyclic component dynamics. Source: the calculations of the information system. 

The graph allows determining the phase of economic growth from the beginning of 

observations until August 2008, when the global financial crisis began. But this 

growth was not homogeneous from 1996 to 2008. There were three small cycles: 

from January 1996 to April 1998, from May 1998 to April 2003, from May 2003 to 

December 2006. Finally, since 2007, the fourth cycle has come and ended with the 

financial crisis, that is, the end of a stronger long cycle. At the same time, the cyclical 

situation since 2009 has not been so clearly observed, because the governments of 

European countries, particularly Denmark, have pursued a stimulating fiscal and 

monetary policy, which has approved to be acyclic. But even under these conditions, 

the presented information system can identify three small uniform cycles of about 2 

years in length, as well as the fourth wave with significant growth. If there had been 

no active state acyclic policy, a serious crisis would have been expected at the end of 

2017 related to the end of the longer cycle. However, appropriate stimulus measures 

delayed the crisis. As it turned out for another short two-year cycle: the economic 

recession has been starting in the first quarter of 2020. Fig. 5 demonstrates the 

corresponding limits for the phases of the cycles, which can be determined from the 

data of the developed information system. It should be noted that this provides only a 

basis for the researcher for further analysis, as it is necessary to compare the obtained 

phase breakdown with the real economic or other factors that influenced the time 

series data. However, such an analysis must be individual in each case. For this paper 

example, it can be concluded that the lessons and consequences learned from the 2008 

global financial crisis changed the size of short cycles (from about 3 to 2 years) but 

did not change the length of the longer cycle. Therefore, there were not 4 but 5 shorter 

cycles between crises. 

As one can conclude, a series of cyclical fluctuations obtained employing the 

information system allows making as quite valuable conclusions, but also to predict 
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the onset of economic, financial and other shocks. The better identification of cycles 

allows better policy reactions and enhances the attempts to predict naturally occurring 

cycles that is especially problematic if they are no longer naturally occurring.  

6 Conclusions 

The issue of allocation of the cyclic component is an important element of successful 

forecasting in all areas of activity. Correct allocation of the cyclic component in time 

series may be of interest to: 

• governments and central banks to adopt changes to fiscal and monetary policies 

to avoid market distortions as a result of overproduction in certain sectors; 

• managers at firms to formulate more adequate sales and procurement plans for 

the warehouse, create timely advertising campaigns to increase profits; 

• ecologists to analyze climate change on the planet; 

• doctors to analyze the recurrence of epidemic diseases; 

• scientists to study a new class of time series voiding the cyclic component. 

Obviously, further research should address how exactly economic and other cycles 

converge across countries, regions, industries. It will be able to provide information to 

shape relevant economic, environmental, health and social policies in the world. 

The authors have created an information system that displays the smoothed se-

quence with the entered time series, which is a long-term trend, as well as the values 

of cyclic fluctuations with the further graphical display of the result. The program 

works simply and effectively, with repeated testing no problems were detected. This 

information system enables users to easily select cyclic fluctuations from an arbitrary 

time series. Obtaining this data allows researchers more often referring to the analysis 

of the cyclic component, motivating the study of dynamics and determining the fac-

tors that influence it. 

With the help of the developed IT system, an example of a complex pre-forecast 

analysis of output time series in the field of economy is shown. The results of the 

application revealed the performance of the IT system and provided new knowledge 

about the objects of analysis and forecasting. 
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