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Abstract. The frequent financial critical states that occur in our world, during 

many centuries have attracted scientists from different areas. The impact of 

similar fluctuations continues to have a huge impact on the world economy, 

causing instability in it concerning normal and natural disturbances [1]. The an-

ticipation, prediction, and identification of such phenomena remain a huge chal-

lenge. To be able to prevent such critical events, we focus our research on the 

chaotic properties of the stock market indices. During the discussion of the re-

cent papers that have been devoted to the chaotic behavior and complexity in 

the financial system, we find that the Largest Lyapunov exponent and the spec-

trum of Lyapunov exponents can be evaluated to determine whether the system 

is completely deterministic, or chaotic. Accordingly, we give a theoretical 

background on the method for Lyapunov exponents estimation, specifically, we 

followed the methods proposed by J. P. Eckmann and Sano-Sawada to compute 

the spectrum of Lyapunov exponents. With Rosenstein’s algorithm, we com-

pute only the Largest (Maximal) Lyapunov exponents from an experimental 

time series, and we consider one of the measures from recurrence quantification 

analysis that in a similar way as the Largest Lyapunov exponent detects highly 

non-monotonic behavior. Along with the theoretical material, we present the 

empirical results which evidence that chaos theory and theory of complexity 

have a powerful toolkit for construction of indicators-precursors of crisis events 

in financial markets. 

Keywords. Complex dynamic systems, unstable, chaotic, recurrence plot, Lya-

punov exponents, stock market crash, indicator of the crash  

1 Introduction 

The frequent financial critical states that occur in our world, during many centuries 

have attracted scientists from different areas. Such events appear to be the embodi-
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ment of chaos and chaotic behavior that has been the subject of research in various 

fields, especially in economics and finance. The impact of similar fluctuations contin-

ues to have a huge impact on the world economy, causing instability in it concerning 

normal and natural disturbances [1]. The anticipation, prediction, and identification of 

such phenomena remain a huge challenge. In recent years there has been developed a 

plurality of different models and methods to predict future performance [2-7], but 

from observed results, there is no clear evidence of one approach for others. This 

became especially evident in the context of the current coronavirus global economic 

crash of 2020.  

Further events such as the Russian crisis in 1998, the Argentinian crisis in 2001, 

and the global financial crisis in 2008 [8] that caused a strong influence on the finan-

cial markets and the global economy, show strong contagion effect and nonlinearity. 

Similar conclusions were made based on many articles related to the paradigm of 

nonlinear data analysis. For example, Zeman compared the chaotic behaviors of Thai-

land in 1998 and Greece in 2013 in terms of economic indicators like GDP, unem-

ployment, exports, government debt, etc. without any further analysis [9]. Mattarocci 

G. [10] using a large number of world stock indexes, try to identify the main market 

characteristics that influence dynamics. During this study author carried out having 

recourse to the Rescaled Range Analysis (R/S) approach, shows that the market’s 

characteristics, like liquidity, type of admissible orders and so on, influence the R/S 

capability to study returns dynamics. Also, some evidence of nonlinear and chaotic 

phenomena in the literature related to capital markets was revealed starting with 

Hsieh’s contribution [11].  

The stock markets are a kind of a complex system with all kinds of interactions 

that represent nonlinear characteristic in its dynamics. With the first contribution [12] 

on chaos phenomena in the economic system, there were plenty of research papers 

devoted to this topic [13-15]. However, even though, there are still left some discus-

sions and differences of opinion regarding the presence of chaos in financial systems. 

And yet the provided results show that the financial time series represent some little 

evidence of chaotic dynamics. Other researchers [16] pointed out that, nowadays, it is 

difficult to distinguish the exogenous noise from chaos with the available techniques, 

methods, and models. Thus, it may not be chaos as a whole. However, we believe that 

there may be hidden some chaotic properties in a subset of data.  

In our contribution, we investigate changes in the dynamical properties of the fi-

nancial datasets before a crisis event occurs using Lyapunov exponents (LE), which 

recommended themselves as a great tool for chaos quantification and indication. The 

key idea in this contribution, which we will ahead to throughout our research, is that 

the trajectory of the system and its complexity must diverge before the crisis state. 

This divergence of the system should have the corresponding degree of chaotic pat-

terns that our indicator can detect and monitor. Such an advantage allows us to use 

these instruments in predictive settings. 

This paper is organized as follows: The brief list of literature devoted to chaos in 

finance and chaos detection in it with LE is given in Section 2. Definition of the LE 

methods that we use for its computation, and empirical results we present in Section 

3. Some concluding remarks and future perspectives are given in Section 4. 



2 Review 

With the high growth in computer science, computer simulations of complex and 

chaotic systems become increasingly appreciated. For at least two decades, with de-

velopment in numerical computations and quantitative analysis, no doubt left that 

chaos theory suggests the same unstable fluctuation that may be as common as the 

extreme events and critical transitions in financial markets. For instance, Scheinkman 

and LeBaron [17] explored several indications of nonlinear dynamic structure in stock 

market returns. In their opinion, the weaknesses of such studies are based on time 

series that are not long enough to reveal the strange (fractal) attractors. On the other 

hand, the reason may be chaos that comprises a class of signals intermediate between 

regular periodic or quasiperiodic motions and unpredictable, truly stochastic behavior 

[18]. Kulkarni S. in her paper [19] denotes that, probably, random financial fluctua-

tions often exhibit varying levels of fluctuations, chaos. Her paper represents the effi-

ciency of Lyapunov exponents for the complexity analysis of shortly limited data. The 

analysis represents weakly chaotic behavior which alternates with non-chaotic over 

the entire period of analysis.  

Lyapunov exponents are a natural first choice in exploring and indicating such 

chaotic behaviors that occur in it. They do not only classify the system but also tell us 

the limits of predictability of the chaotic system [18]. During the last few decades, 

there was plenty of scientific researches that were related to chaos systems, chaos 

behavior and, namely, to the Lyapunov exponents. The earliest papers, in which au-

thors [20, 21] try to use Lyapunov exponents to detect chaos dynamics in financial 

time series, it is determined that linear, deterministic processes are characterized with 

negative Lyapunov exponents from nonlinear, deterministic processes with the largest 

exponent (where it is positive). Besides, there is an article [22] in which Gençay pre-

sents a methodology to compute the empirical distributions of Lyapunov exponents 

using a blockwise bootstrap technique. This method provides a formal test of the hy-

pothesis that the largest Lyapunov exponent equals some hypothesizes value, and can 

be used to test the system for the presence of chaotic dynamics. Such methodology is 

particularly useful in those cases where the largest exponent is positive but very close 

to zero.  

Sarkar S and Chadha V. [23] in their paper investigated the local fractal and chaot-

ic properties of financial time series by calculating two exponents, the Local Hurst 

Exponent and Lyapunov Exponent. As it is seen in their research, all calculations 

were made with the algorithm of a moving time window, where they have considered 

two major financial indices of the US: the Dow Jones Industrial Average (DIJA) and 

S&P 500. Based on the considered measures, they attempted to predict the major 

crashes that took place in these markets.  

Srinivasan S. and others in their paper [24] have provided an explanation and mo-

tivation for reconstructed phase spaces using the methods of time delay and SVD 

embedding. They explained the meaning of LE and an algorithm for its estimation for 

the corresponding chaotic, deterministic, and periodic time series. From their present-

ed results it is seen that estimated positive and zero exponents converge to the ex-

pected, documented values. Mastroeni L. and Vellucci P. [25] obtained empirical 



results with the help of Maximal Lyapunov Exponent (MLE) and a determinism test 

that shows that commodity and futures prices are representatives of a nonlinear de-

terministic, rather than stochastic systems. Similarly to [23], Plakandaras V. et al [26] 

measure the Hurst exponent and LE in the sliding window to focus on persistence and 

chaotic behavior – two prime characteristics of uncertainty indices. For such purpose, 

they analyze 72 popular indices constructed by forecasting models, text mining from 

news articles and data mining from monetary variables. More specifically, researchers 

found that almost all uncertainty indices are persistent, while the chaotic dynamics are 

detected only sporadically and for certain indices during recessions of economic tur-

bulence. Authors of empirical analysis [27] in one of their chapters explore whether 

the global markets are intrinsically unstable where unpredictability, disorder, and 

discontinuities are inherent and not aberrations. They investigate a huge amount of 

literature and examine the possible non-linear, particularly chaotic nature of the glob-

al stock markets. Their study explores the possible presence of chaos in two phases: 

over the period for 1998-2005 and from 2006 to 2011. Over 30 indices have been 

investigated. Empirical results show that for the first phase, 29 indices are determinis-

tic. But 10 of them are found to be non-chaotic. Estimated determinism factors for all 

the indices are quite high, but Lyapunov exponent is presented to be non-positive for 

at least 6 of them, where others are chaotic, especially all the US and American in-

dexes.  

As it is seen, chaos theory and its tools remain a huge challenge for researchers of 

different fields of science and, namely, in the financial industry, and, as it was sug-

gested in [26], the examination of persistent and chaos should be a prerequisite step 

before using financial indices in economic policy model. The world of Lyapunov 

exponents remains a growing interest in their definition, numerical methods, and ap-

plication to various complex systems. This is why, throughout the article, we discuss 

different methods and applications and try to apply several of them to the financial 

time series and indicate possible critical states. 

Throughout our research, following the line of a growing body of literature, it was 

noticed that despite the huge number of the research papers related to the topic of 

Lyapunov exponents, there is a small number of papers devoted to the topic of their 

construction as predictive indicators in the stock market. Therefore, relying on meth-

ods and tools described in our previous papers [28-31], we emphasized three the most 

well-known and correlated stock indices, specifically DAX, HSI, and S&P 500 of 

verifiable fixed daily values (https://finance.yahoo.com) and construct for them indi-

cators that should indicate in a specific way to the crashes events. Main crashes we 

emphasize relying on the list of stock market crashes and bear markets 

(https://en.wikipedia.org/wiki/List_of_stock_market_crashes_and_bear_markets). 

Further research due to the limitations of this paper will include the results only for 

DAX index, but as the indices are correlated, the results will be almost the same. Each 

calculation was carried out for the original time series within the framework of the 

algorithm of a sliding window [28]. Subsequent empirical results were obtained with-

in windows of length 500 and 1000 days, and a time step of 5 days. Presented results 

will consider only the DAX index, but the similar can be obtained and for others.  

https://finance.yahoo.com/
https://en.wikipedia.org/wiki/List_of_stock_market_crashes_and_bear_markets


3 Lyapunov exponent and related methods 

Lyapunov exponent is a measure of the exponential rate of nearby trajectories in the 

phase-space of a dynamical system. In other words, it quantifies how fast converge or 

diverge trajectories that start close to each other, quantifying the strength of chaos in 

the system. The divergence of such trajectories can be defined as 

 | ( ) | | (0) | tt e    (1) 

where   denotes the Lyapunov exponent; ( )t  is the distance between the reference 

point and its nearest neighbor after t  iterations, (0)  is the distance between the 

reference point and its nearest neighbor perturbed with small error at 0t  .  

 

Fig. 1. Divergence of two initially close trajectories in a dynamical system. 

In such cases when our system is multi-dimensional, we have as many Lyapunov 

exponents as the dimensions in it. The existence of at least one positive Lyapunov 

exponent is generally seen as a strong indicator of chaos. Positive LE means that ini-

tially similar, phase space trajectories that are sensitive to initial conditions and di-

verge exponentially fast, characterize chaotic behavior of the system. Negative LE 

responds to the cases when trajectories remain close to each other, but it is not neces-

sarily implied stability, and we have to examine our system in more detail. Zero or 

very close to zero exponents indicate that perturbations made along the trajectory 

neither diverge nor converge. Exactly the largest Lyapunov exponent is used to quan-

tify the predictability of the systems, since exponential divergence means that in the 

system where the initial difference was infinitesimally small, start to rapidly lose its 

predictability, behaving differently. However, it should be noted that other exponents 

also contain important information about the stability of the system, including the 

directions of convergence and divergence of the trajectories [32]. 

With the great interest in LE, more and more methods and proposals for their cal-

culating have appeared. Unfortunately, there has not been obtained accepted and uni-

versal method for estimating the whole spectrum of Lyapunov exponents from a time 



series data. One of the most common and popular algorithms have been applied by 

Wolf et al. [33], Sano and Sawada [34] and later improved by Eckmann et al. [35], 

Rosenstein et al. [36], Parlitz [37] and Balcerzak et al. [38]. Here, we followed the 

methods proposed by J. P. Eckmann and Sano-Sawada to compute the spectrum of 

Lyapunov exponents. With Rosenstein’s algorithm, we compute only the Largest 

(Maximal) Lyapunov exponents from an experimental time series. As again suggested 

by Eckmann et al [39] one of the measures from recurrence quantification analysis 

can be considered for estimation of the Largest Lyapunov exponent since it detects in 

a similar way highly non-monotonic behavior.  

3.1 Eckmann et al. Method  

Firstly, according to the approach [35], we need to reconstruct attractor dynamics 

from a single time series 
1{ }N

t tx 
. For this purpose, according to the delay embedding 

theorem of Takens [40], we need to choose embedding dimension 
Ed . and after this, 

we construct 
Ed - dimensional orbit representing the time evolution  

 ( ) [ ( ), ( 1), ( 2), . . . , ( ( 1))], 1, 2, . . . , 1i i i i i E EX t x t x t x t x t d i N d         . (2) 

Then we have to determine the most neighboring trajectories with ( )iX t : 

 
0 1

( ) ( ) max { ( ) ( ) }
E

j i j i
d

X t X t x t x t


 
  

     . (3) 

We sort the ( )ix t  so that 
(1) (2) ( )( ) ( ) . . . ( )Nx t x t x t      and store the permutation   

and its inverse 1 . Then, we try to find the neighbors of ( )ix t  in dimension 1 by 

looking at 1( )k i   and scan the 
( )sx  for 1, 2, . . .s k k    and 1, 2 . . .k k   until 

( )( ) ( )s ix t x t r   . For chosen embedding dimension 1Ed  , we select the value of s  

for which further condition is true 

 
( )( ) ( ) , 0,1, 2, . . . 1.s i Ex t x t r d          

Our next goal is to determine the 
M Md d  matrix 

iM  with a matrix dimension 

M Ed d , which describes time evolution of small vectors that surround trajectory 

( )iX t  and how they map onto ( )iX t m  trajectory after m iterations. The dimension 

Md  is chosen to avoid undetermined values in 
iM . Due to this, we have larger step 

size m  and then, associate with ( )iX t  a 
Md - dimensional vector such as  

 ( ) [ ( ), ( ), . . . , ( ( 1) )].i i i i MX t x t x t m x t d m


      



Accordingly to the algorithm, it is assumed that ( 1) 1E Md d m   , therefore, 

( 1) / ( 1).E Mm d d    In the case when 1m  , we need to estimate matrix 
iM  which 

best satisfies  

 ( ( ) ( )) ( ) ( ).i j i j iM X t X t X t m X t m       (4) 

The 
iM  is then defined by the linear least-square method [41]. The last step of the 

algorithm is the classical QR matrix decomposition to find orthogonal matrices 
iQ  

and upper-triangular matrices 
iR  with non-negative diagonal elements such that  

 
1 1 1, for 0,1, 2, . . .im i i iM Q Q R i      

In order to calculate 
Md  Lyapunov exponents, the equation for the thk  Lyapunov 

exponent with K  number of points on the attractor, for which the Jacobian has been 

estimated, the diagonal eigenvalues of the matrix 
iR , and the sampling step   is 

given by:  

 
1

( )

0

1
ln(( ) ).

K

k i kk

i

R
mK








    

Thus, with linearizations by using the diagonal elements from the QR decomposition, 

we can calculate Lyapunov exponents.  

The calculation results for the MLE on the example of index DAX are presented in 

Fig. 2. 

 
 (a) (b) 

Fig. 2. The dynamics of the Maximal exponents calculated with Eckmann et. al. method within 

the time window of the length 500 days (a), 1000 days (b), and the time step of 5 days. 

Let us pay attention to the behavior of 
max  at the moments of the known failures 

noted in the list of stock market crashes and bear markets. Definitely, we can see that 

in the pre-crisis period, the value of MLE decreases markedly, then increases in the 

post-crisis period. 



3.2 Rosenstein’s et al. Method 

Rosenstein’s algorithm [36] uses the delay embedding method that reconstructs the 

most important features of a multi-dimensional attractor into a single one-dimensional 

time series of some finite size N . The reconstructed trajectory can be presented as 

1 2( ), ( ),. . . , ( ) .Mt t t


     
 

 For the time series 
1{ }i i Nx  

, each delay embedded vec-

tor ( )it  will be presented similarly to the vector of the form (2) with embedding 

dimension 
Ed  and time delay m . Then in the reconstructed trajectory we initialize 

searching for in the state space for the nearest neighbor ( )jt  of the trajectory ( )it :  

 (0) min ( ) ( )i j i
j i mean period

t t
 

    , (5) 

where  is the Euclidian norm, and j i mean period   denotes additional con-

straint that nearest neighbors have temporal separation greater than the mean period 

which can be calculated as the reciprocal of the mean frequency of the power spec-

trum, although authors of this method make a remark that they expect any comparable 

estimate. Such a condition gives us the possibility of considering each pair of neigh-

bors as nearby initial conditions for different trajectories.  

From (1), we have already known that the distance between states ( )it  and ( )jt  

will grow in time accordingly to a power law ( ) k

i k c e    where   is a good approx-

imation of the highest Lyapunov exponent. For further estimations, we look at the 

logarithm of the distance trajectory ln ( ) ( ) lni ik k t c     , where ( )i k  is the dis-

tance between thi  pair of the nearest neighbors defined in (5) after k  time steps, 
ic  is 

the initial separation of them and t  is the time interval between measurements 

(sampling period of the time series).  

Further result of this algorithm is not a numerical value, but a function of time:  

 
1

1 1
( , ) ln ( )

M

i

i

y k t k
t M




 


  , 

where ( 1)EM N d     is the size of the reconstructed time series, and ( )i k  repre-

sents a set of approximately parallel lines, each with a slope roughly proportional to 

the maximal exponent. Then, it is proposed to be calculated as the angle of inclination 

of its most linear section. Finding such a section turns out to be a non-trivial task, and 

sometimes it is impossible to specify such a section at all. Despite this problem, 

Rosenstein’s method is easy for implementing and computing.  

The MLE behavior for a window procedure with windows of different lengths is 

shown in Fig. 3.  



 
 (a) (b) 

Fig. 3. The dynamics of the Maximal exponents calculated with Rosenstein et. al. method with-

in the time window of the length 500 days (a), 1000 days (b), and the time step of 5 days. 

It can be seen that, as before, MLE is also sensitive to the crisis conditions of the 

stock index. 

3.3 Sano-Sawada Method 

The method of Sano and Sawada [34] that is known in the literature as the Jacobian 

method, deals as previous ones with reconstructed trajectory as presented in (2). We 

will assume again that we are dealing with embedded vectors 

1 2 1( ) [ ( ), ( ), . . . , ( )]
Ei i dt x t x t x t     in 

Ed - dimensional space. Accordingly to (4), we 

denote by   some operator that transfers trajectories from states ( )it  to 
1( )it  .  

The goal is to choose a sphere with a sufficiently small radius   in the phase space 

trajectory  . After m  number of iterations, some operator m  transforms this sphere 

into an ellipsoid with 
1, . . . , pa a semiaxes. If the system has s  number of the positive 

Lyapunov exponents, then the sphere will stretch along the axes 
1 2, , . . . , sa a a  . 

Having an acceptable radius  , operator m  is going to be close enough to the sum of 

the shift operator and the linear operator   which eigenvalues we need to estimate. 

Then, by averaging these eigenvalues over the entire attractor, we get an estimation of 

the spectrum of Lyapunov exponents. 

For these purposes, suppose that we have a vector ( )it  for which we need to ob-

tain the set of vectors 1{ ( }
jk j Nt    that falls into the neighborhood of thi  trajectory 

within the ball of some radius  :  

 { } { ( ) ( ) | ( ) ( ) },
j jj k i k iy t t t t           

where 
jy  is the displacement between ( )

jkt  ( )it  and Euclidean norm is defined as 

2 2 2

1 2( . . . )dw w w w     for some vector 
1 2( , , . . . , ).dw w w w  After the evolution of a 



time interval m t  , the trajectory ( )it  will be mapped to ( )i mt   such as their 

neighbors. Then the displacement vector jy  will proceed to  

 { } { ( ) ( ) | ( ) ( ) }.
j jj k m i m k iz t t t t           

If the corresponding requirements were accomplished, then the evolution of 
jy  to 

jz  

can be described by the operator 
i . For its optimal estimation, the least-square error 

algorithm can be a plausible procedure which minimizes the average of the squared 

error norm between 
jz  and 

i jy  with respect to all components of the matrix 
i  as 

follows:  

 
2

0

1
min min .

i i

N

j i j

j

S z y
N 



    (6) 

Denoting the component of matrix 
i  by ( )kla i , where k  is a row, l  is a column of 

the matrix and applying condition (6), we obtain 
M Md d  system of equations of the 

form:  

 
1 1

1 1
V , (V) , ( ) ,

N N
k l k l

i kl j j kl j j

j j

C y y C z y
N N 

       (7) 

where V, C  are 
M Md d - dimensional matrices, k

jy  is the thk  component of the vector 

jy , and k

jz  is the thk  component of the vector 
jz . If A  is considered to be a solution 

of the equations above, then the spectrum of Lyapunov exponents can be calculated 

by the following formula:  

 
1

1
lim ln A ,

n
i

j i j
n

i

e
n






    

where A  is the solve of the equations (7), and { }je  is the set of basis vectors in the 

tangent space ( )jt .  

The MLE dynamics for the DAX index is presented in Fig. 4. 

 
 (a) (b) 



Fig. 4. The dynamics of the Maximal exponents calculated with Sano and Sawada method 

within the time window of the length 500 days (a), 1000 days (b), and the time step of 5 days. 

Note that the presented method is the worst of those considered in the sense of sensi-

tivity to crashes. Given that it requires a rather long time series to obtain a positive 

sign for MLE. Therefore, it can hardly be recommended for use as an indicator of 

crashes. 

3.4 Recurrence Quantification Analysis 

Recurrence plots (RPs) have been introduced to study dynamics and recurrence states 

of complex systems [42, 43]. Similar to previous examples, a phase space trajectory 

(Fig. 5a) can be transformed from a time series into time-delay structures.  

RP is a plot representation of those states which are recurrent (Fig. 5b). The recur-

rence matrix and the states are considered to be recurrent if the distance between them 

within the  - radius. In this case, the recurrence plot is defined as: 

 ( ),ij i jR x x     , 1,  . . . , ,i j N   

and  is a norm (representing the spatial distance between the states at times i  

and j ),   is a predefined recurrence threshold, and  is the Heaviside function (en-

suring a binary R).  

For the quantitative description of the system, the small-scale clusters such as di-

agonal and vertical lines can be used. The histograms of the lengths of these lines are 

the base of the recurrence quantification analysis [43].  

 
 (a) (b) 

Fig. 5. Phase portrait (a) and corresponding RP (b) for DAX index. 

Different elements of RP are distinguished and used, introducing different quantita-

tive measures of complexity of recurrence diagrams. For our purposes, linear sections 

(lines) of the diagrams are important, which are consecutive sets of individual points. 

The black dots represent the recurrence of the dynamical process determined with a 

given resolution  , and their organization characterizes the recurrence properties of 

the dynamics. A vertical line of length l  starting from a dot ( , )i j  means that the 



trajectory starting from 
jx  remains close to 

ix  during 1l   time steps. A diagonal 

black line of length l starting from a dot ( , )i j  means that trajectories starting from 
ix  

and 
jx  remain close during 1l   time steps, thus these lines are related to the diver-

gence of the trajectory segments. The average diagonal line length  

 min

min

( )

( )

N

l l

N

l l

lP l
L

P l









 

is the average time that two segments of the trajectory are close to each other, and can 

be interpreted as the mean prediction time. Here ( )P l  is a histogram of diagonal lines 

of length l .  
Another measure considers the length 

maxL  of the longest diagonal line found in the 

RP, or its inverse, the divergence, 

 
max 1 maxmax({ } ),  and 1/ ,lN

i iL l Div L    

where 
min

( )l l l
N P l


  is the total number of diagonal lines. These measures are relat-

ed to the exponential divergence of the phase space trajectory. The faster the trajecto-

ry segments diverge, the shorter are the diagonal lines and the higher is the measure 

Div . Therefore, the measure of Div , according to Eckmann [39], can be used to esti-

mate the largest positive Lyapunov exponent.  

The comparative dynamics of the 
maxDiv   measure and the DAX index are pre-

sented in Fig. 6. 

 
 (a) (b) 

Fig. 6. Recurrent stability measures for windows of 500 (a) and 1000 (b) days in size. 

A comparative analysis of the measures under consideration revealed an obvious ad-

vantage of the recursive measure. In addition to the smoothness of the measure itself, 

it can be calculated for windows of small sizes, which leads to inaccurate or incorrect 

results for other methods.  

This research has made it clear that all three indices represent the behavior of de-

terministic and chaotic behavior in which the majority of crashes can be identified 

using the Maximal Lyapunov Exponent.  



Fig. 7a presents the comparative dynamics of the daily values of the selected indi-

ces DAX, HSI, and S&P 500 with the considered dates of the main crashes. Fig. 7b 

illustrates the dynamics of the absolute values of the three highest Lyapunov Expo-

nents for method Eckmann and the Maximal LE calculated by method Rosenstein 

(
max R  ) and method Sano-Sawada, implemented in the well-known Tisean package 

(
max T  ). 

 
 (a) (b) 

Fig. 7. The dynamics of the stock indices: DAX (dax), HSI (hsi), S&P 500 (sp) (a). The calcu-

lated spectrum of the Lyapunov Exponents and the MLE following the methods presented 

below (b). Selected window length of 500 days and increment of 5 days. 

As can be noticed from Fig. 7b, for the method Rosenstein (
max R  ) we have the 

slightly positive MLE values which can assure us of the chaotic and deterministic 

behavior which is peculiar to this market. The Sano-Sawada method gives negative 

MLE values, which most likely indicates method errors for short time series. Calcula-

tions show that positive MLE values stably indicate a chaotic picture only starting 

from windows larger than 1500. 

4 Conclusions 

The stability problems of financial markets in general and stock markets in particular, 

deserve more attention in order to ensure their stability and minimize losses as a result 

of critical changes. The methods of nonlinear dynamics make it possible to identify 

special states of complex dynamical systems, classify them, and indicate possible 

trajectories of motion. One of such universal tools for nonlinear dynamics is the spec-

trum of Lyapunov exponents, the largest of which determines the rate of spread of the 

trajectories of a dynamical system in phase space. If it is positive, the system is unsta-

ble and can assume chaotic states. The disadvantage of many classical methods for 

determining LE was the need to have a sufficiently long time series, otherwise, the 

results were irreproducible or incorrect. Moreover, it is interesting to observe the 

change in LE over time, identifying its characteristic changes. Comparing them with 

those for the initial series, we can try to predict the possible states of the system under 

study.  



In this work, we have demonstrated the possibility of using LE as an indicator of 

stock market crashes. In the pre-crisis period, LE is markedly reduced, signaling a 

more predictable state. In a crisis, the growth of LE indicates the growth of the chaot-

ic component of the market. Particularly promising are the relatively new methods for 

calculating LE based on the recurrent properties of the system and providing accepta-

ble accuracy for short time series. Of interest is the scale-dependent version of the LE 

[44], to which we plan to devote a separate article. 
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