Hybrid Iris Segmentation Method Based on CNN and Principal Curvatures
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Abstract. In this article the new hybrid iris image segmentation method based on convolutional neural networks and mathematical methods is proposed. Iris boundaries are found using modified Daugman’s method. Two UNet-based convolutional neural networks are used for iris mask detection. The first one is used to predict the preliminary iris mask including the areas of the pupil, eyelids and some eyelashes. The second neural network is applied to the enlarged image to specify thin ends of eyelashes. Then the principal curvatures method is used to combine the predicted by neural networks masks and to detect eyelashes correctly. The proposed segmentation algorithm is tested using images from CASIA IrisV4 Interval database. The results of the proposed method are evaluated by the Intersection over Union, Recall and Precision metrics. The average metrics values are 0.922, 0.957 and 0.962, respectively. The proposed hybrid iris image segmentation approach demonstrates an improvement in comparison with the methods that use only neural networks.
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1 Introduction

Iris recognition is one of the most accurate methods of biometric identification. In order to determine the features which are necessary for person identification by the iris image, the image segmentation must be performed. It includes determination of the inner and outer boundaries of the iris (iris localization) and the areas where eyelids and eyelashes overlap an eye. The result of segmentation is a mask, which is a binary image of the visible iris region. The mask helps to identify areas suitable for further parameterization.

Iris segmentation is an important stage of the iris image preprocessing. Unlike the texture of the iris, the position of eyelashes and eyelids are not constant. Nevertheless, only regular features could be used for the identification, so it is necessary to exclude all the variable parameters in the eye image.

There are some mathematical methods for iris localization: integro-differential Daugman’s method [1], Hough’s transform-based method [2], fast method named “Pulling and Pushing” [3]. Eyelids and eyelashes are often found as parabolas and noises [4, 5].
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The evolution of the neural networks increases the popularity of their use. Neural network-based methods give usually better results than mathematical methods. The most popular architectures for iris segmentation are: convolutional neural network (CNN) such as U-Net [6, 7], SegNet [8]; hierarchical convolutional neural networks (HCNN) and multi-task fully convolutional networks (MTFCN) [9]; deep neural networks (DNN) [10]; densely connected fully convolutional networks (IrisDenseNet) [11]; dense deep convolutional neural networks (DDNet) [12] and other architectures. However, it is necessary to control the results of neural networks work. Therefore, the use of a hybrid method improves the results of CNN application.

The hybrid iris image segmentation is proposed in the article. The Daugman’s integro-differential method is modified and used for iris localization. To obtain iris mask image two UNet-based convolutional neural networks are used. First CNN is used to predict the preliminary mask of the iris, and the second one is used to specify thin ends of eyelashes. The modified principal curvatures method is used to combine predicted masks and to detect eyelashes correctly. Test results using CASIA IrisV4 Interval database [13] show the effectiveness of the proposed iris segmentation method.

2 Iris Localization

The iris localization method proposed by John Daugman [1] is based on the formula:

$$\max_{(r, x_0, y_0)} \left| G_{\sigma}(r) \cdot \frac{\partial}{\partial r} \int_{r, x_0, y_0} I(x, y) \cdot \pi \cdot r \right|$$

where $G_{\sigma}(r)$ is a Gaussian function and $I(x, y)$ is an iris image intensity function, integration is carried out along a circular contour with a radius $r$ centered at the point $(x_0, y_0)$ of the image. Usually different values of smoothing parameter $\sigma$ are used for inner and outer iris boundaries detection. For outer iris boundary the integration is carried out not over the entire circle, but only along the right and left arcs, divided into two parts (Fig. 1). The measure of the arc in each of the areas is calculated by the formula [14]:

$$\alpha_i = \frac{90^\circ \cdot I_i}{\sum_{j=1}^{4} I_j}; \ i \in \{1, 2, 3, 4\};$$

where $I_i$ is the average image intensity in the corresponding region.

Iris pupil boundary is close to the circle but it is necessary to precise it for the accurate iris segmentation. The image is translated into a polar coordinate system centered at the pupil center and the Canny filter [15] is applied to the image (Fig. 2). The comparison of the internal boundaries found by the modified and classical methods is shown in Fig. 3.

The modified Daugman’s integro-differential method accurately determines the inner and outer iris boundaries, but it is not able to determine the areas of eyelids or eyelashes.
3 Iris Segmentation

3.1 CNN for iris segmentation

In order to determine the areas of eyelids and eyelashes, a U-net–based [7] convolutional neural network is used (Fig. 4). Binary cross-entropy is used as a loss function, the Jacquard measure is used as a metric [16], the Adam optimizer [17] for optimization.

Ground truth images are needed to train the neural network. There is the open-source database of labeled images [18], but eyelashes are not marked there. So, 150 eye images from the Casia IrisV4 Interval database [13] were manually labeled in related work: 100 for the training set, 27 for the validation and 23 for the test set. The training is conducted through 40 epochs, with 100 iterations in each. To increase the number
of images in the training data, augmentations were used – 16 pixels left and right, 14 pixels up and down shifts and rotations up to 5 degrees. The validation set is used after passing through each epoch in order to adjust the learning rate if the accuracy values and loss functions do not improve over six epochs.
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**Fig. 4.** Neural network architecture.

However, the neural network trained on the source data is not able to distinguish the thin ends of the eyelashes due to the strong size reduction of the image after the third layer (Fig. 5), while two layers are not enough for the right segmentation. There are several ways to determine the ends of thin eyelashes: to add a dilated convolution layer to increase image size or to use a second neural network with the same architecture, which is trained on the double sized with bicubic interpolation images from the same training dataset. This network is able to determine eyelashes better, some iris features could be recognized as eyelashes. The results of both networks are combined using the curvature method.

### 3.2 Principal curvatures method

The image can be represented as a three-dimensional surface, taking the intensity at each point as the value of the z-coordinate [19, 20]. Let $L(x, y)$ be the Gaussian smoothed image, $L_{xx}(x, y)$, $L_{xy}(x, y)$, $L_{yx}(x, y)$, $L_{yy}(x, y)$ be its second derivatives. Local characteristics of the image $L(x, y)$ at the point $(x, y)$ can be determined using the Hessian matrix:

$$H(x, y) = \begin{pmatrix} L_{xx}(x, y) & L_{xy}(x, y) \\ L_{yx}(x, y) & L_{yy}(x, y) \end{pmatrix}.$$  \hspace{1cm} (3)

Eigenvalues of the Hessian matrix $H(x, y)$ are denoted by $\lambda_1$, $\lambda_2$, where $|\lambda_1| > |\lambda_2|$, and the eigenvectors corresponding to them are $\nu_1$, $\nu_2$. The direction and value of the maximum curvature at the point $(x, y)$ will correspond to the vector $\nu_1$ and the value
Fig. 5. Comparison of masks predicted by the first and second neural networks. (a) is the original image, (b) is the mask predicted by the first network, (c) is the mask predicted by the second network, (d) is a comparison of the masks. The matching white areas are shown in green, the areas that only the first network has identified as the iris are shown in red, the areas that only the second network has identified as the iris are shown in yellow.

of $\lambda_1$, the minimum – $\nu_2$ and $\lambda_2$ [20]. Vector $\nu_2$ is directed along the tubular-shaped area, while vector $\nu_1$ is directed across it. Thus, each next eyelash point can be found by moving from the previous one in the direction of the vector $\nu_2$ to a distance proportional to $\lambda_1$ with coefficient $k$. Fig. 6 shows the field of such vectors in the eye image: it is clearly seen that the direction of vector $\nu_2$ lines up along the eyelashes. However, there are other vectors in the image. To avoid it, the threshold parameter $\gamma$ is used.

At each starting eyelash point of the image the eigenvalues and eigenvectors of the Hessian matrix are calculated. If the point conforms to the rule $|\lambda_1| > |\lambda_2| > \gamma$, the next step of the algorithm is applied at a point located in the direction of the vector $\nu_2$ at a distance proportional to $k \cdot \lambda_1$ from the previous point, where the parameter $k$ is:

$$k = \text{max}(0.15, \text{min}(\frac{|\lambda_1|}{|\lambda_2|}, \frac{1}{100}, 0.7)).$$

The algorithm stops if the next step leads to the same point or if the condition $|\lambda_1| > |\lambda_2| > \gamma$ is not met.

3.3 Hybrid iris segmentation

The proposed iris segmentation method (Fig. 7) can be described as follows: first, the iris mask is obtained using the first CNN. After that, using the second neural network, the iris mask of enlarged image is found to refine thin eyelashes. Then, the principal curvature method that consists of three stages is applied to the results of both networks (Fig. 7 d, e, f).
1. At the first stage, only the points with the image intensity values less than a threshold, that were predicted by the first network are taken as the starting points (Fig. 7 d). \( \gamma_1 = 1.7 \).

2. At the second stage, only the points marked as eyelashes in the image after the first stage are taken as the starting points. This stage was performed to thicken and connect interrupted eyelashes, the intensity of which in the original image is less than the threshold. (Fig. 7 e) \( \gamma_2 = 2.0 \).

3. At the third stage, only the points recognized as eyelashes by the second network and adjoined to the points from the second stage are taken as the starting points. This step is performed to extend the thin ends of the eyelashes. (Fig. 7 f) \( \gamma_3 = 1.8 \).

Thus, the image mask with eyelashes is obtained.

Then, the modified Daugman’s algorithm is applied to the original image to obtain the inner and outer iris boundaries. After that, the region of obtained mask, between the outer and inner iris boundaries is taken as iris image mask.

### 4 Results

The results of the proposed method for the images from the CASIA IrisV4 database are presented in Fig. 8 and Fig. 9. Fig. 8 represents the change of the mask at each stage of the algorithm and comparison of segmentation results with manually marked ground truth segmentation. Green in the last column (Fig. 8 g) indicates the intersection areas, red indicates the areas marked by the proposed algorithm as the iris but not highlighted in the manually marked image, yellow indicates the opposite situation. The results before and after applying the principal curvature method (Fig. 8 d and Fig. 8 e) are evaluated by three metrics: Intersection over Union (IoU), Precision (Prec) and Recall (Rec). The Recall metric value decreases since while clarifying the eyelashes, the areas between them could also be marked as eyelashes that leads to increase in the number of pixels falsely labeled as eyelashes. However, the areas marked as eyelashes
are not used for further biometric identification. For this reason, reducing the number of eyelash points falsely marked as iris points is the priority of the method. The increase of the Precision metric indicates that the principal curvatures method improves the results of the CNN-based method. Fig. 9 shows the overlay of the obtained mask on the original image.

Fig. 7. Description of the proposed method: (a) the source image; (b) the mask predicted by the first neural network; (c) the mask predicted by the second neural network; (d)-(f) stages of curvature method; (g) the result of iris localization; (h) the result of the method.

Fig. 8. The results of the proposed iris segmentation method. (a) the original image, (b) the result of the modified Daugman’s method, (c) the mask predicted by the first neural network, (d) the intersection of the mask predicted by neural network and the area selected by the Daugman’s method, (e) the result of the proposed method: the intersection of the mask specified using the curvature method and the area selected by the Daugman’s method, (f) the manually marked iris image segmentation, (g) the comparison of the proposed and manually marked iris segmentation.
In the article [6] U-net with different depth values is used for the iris segmentation. The comparison of average values of Precision, Recall and Intersection over Union metrics, gained in this article with the corresponding metrics obtained in [6] is given in Table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Database</th>
<th>Avg. Precision</th>
<th>Avg. Recall</th>
<th>Avg. IoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-net [6], depth 3</td>
<td>Casia Iris V1</td>
<td>0.937</td>
<td>0.957</td>
<td>0.899</td>
</tr>
<tr>
<td>U-net [6], depth 4</td>
<td>Casia Iris V1</td>
<td>0.948</td>
<td>0.955</td>
<td>0.908</td>
</tr>
<tr>
<td>U-net [6], depth 5</td>
<td>Casia Iris V1</td>
<td>0.948</td>
<td>0.960</td>
<td>0.912</td>
</tr>
<tr>
<td>Proposed method</td>
<td>Casia Iris V4</td>
<td>0.962</td>
<td>0.957</td>
<td>0.922</td>
</tr>
</tbody>
</table>

5 Conclusion

In this paper the new hybrid iris segmentation method based on CNNs and principal curvatures method is proposed. Experimental results obtained using Casia IrisV4 Interval database demonstrate that the proposed approach gives good segmentation results. The evaluation of this method by the IoU metric is 92%, which appears to be higher than the results of the methods that use only a neural network with a similar depth.
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