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Abstract. The Traveling Salesperson Problem (TSP) is a well-known
problem addressed in the literature through various techniques, includ-
ing Integer Linear Programming, Constraint Programming (CP) and Lo-
cal Search. Many real life instances belong to the subclass of Euclidean
TSPs, in which the nodes to be visited are associated with points in the
Euclidean plane, and the distance between them is the Euclidean dis-
tance. A well-known property of the Euclidean TSP is that no crossings
can exist in an optimal solution. In a previous publication, we exploited
this property to speedup the solution of Euclidean instances in CP, by
imposing a number of so-called no-overlapping constraints. The number
of imposed constraints is quadratic in the number of nodes of the TSP.
In this work, we observe that not all the no-overlapping constraints are
equally useful: by experimental analysis, some of them provide a speedup,
while others only introduce overhead.
We use a supervised machine learning approach on them to learn a bi-
nary classifier, with the objective to impose only those no-overlapping
constraints that have been classified as effective. Preliminary experiments
support the validity of the idea.

Keywords: Constraint Programming · Supervised Machine Learning ·
Euclidean TSP.

1 Introduction

The TSP is one of the best-known problems in computer science; given a graph
in which the edges have non-negative weights (usually interpreted as traveling
costs), the objective is to find a circuit visiting each node exactly once and with
minimal total cost.
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The TSP is notoriously NP-hard, and it has been approached through various
techniques. The most successful, to date, is Integer Linear Programming and its
variants; the current state of the art is the TSP solver Concorde [2], that employs
various techniques including local search, and branch-and-cut.

Concorde, however, cannot address problems in which additional constraints
exist, such as the TSP with time windows (in which each of the nodes can be
visited only within a given time window), or the Vehicle Routing Problem (in
which more than one vehicle exists).

The TSP was also addressed in the literature of Constraint Programming,
that offers more flexibility and lets one add the so-called side constraints [10, 25,
5, 14, 15, 12].

One interesting case of TSP is the Euclidean TSP, in which the nodes to
be visited are associated with points in the Euclidean plane, and the distance
between each pair of points is computed through the Euclidean distance. The
Euclidean TSP is NP-Hard [20], but it admits Polynomial Time Approximation
Schemes [3, 29]. Despite the impressive theoretical interest of these celebrated
results, the usual way to address the Euclidean TSP is to convert it into a
TSP by computing the distance matrix between each pair of nodes, and then
use a TSP solver (e.g., Concorde) to find the optimal solution. This method
completely disregards the additional information intrinsic in the Euclidean TSP
formulation, such as the coordinates in the plane of the nodes.

In Constraint Programming, two methods exploit the information about the
problem coordinates to speed up the solution process of the TSP. Deudon et
al. [12] train a Deep Neural Network with the point coordinates in order to learn
efficient heuristics to explore the search space.

In the other, instead, we proposed the first approach in which the infor-
mation about the point coordinates was used to prune the search space of the
constraint programming formulation [6]. The work started from the well-known
observation that in an optimal Euclidean TSP two edges cannot cross each other,
otherwise there exists another circuit with shorter length. We proposed a con-
straint nocrossing that imposes that the edges exiting from two given nodes

do not cross each other. This constraint is imposed for each of the n(n−1)
2 pairs

of nodes. Experimental results show the effectiveness of the approach.

As all constraints, each of them must be present in memory, can be awaken
(activated) if suitable conditions occur (typically, the removal of an element
from one domain), possibly performs some pruning and then becomes dormant
again. When the solver wakes up a constraint, some computation time is spent
in awaking, scheduling the constraint and performing the checks required by
its logic. Nevertheless, the experimental results in [6] show that the additional
pruning widely compensates the introduced overhead, globally.

However, although globally the set of constraints is worth imposing, it still

might be the case that some of the n(n−1)
2 constraints never perform any prun-

ing, and only introduce overhead. Stated otherwise, one wonders whether all

these n(n−1)
2 constraints equally contribute to the effectiveness of the method,

or whether some of these constraints perform strong pruning, while others per-



form little or no pruning. If one were able to guess a priori which constraints will
perform pruning and which, instead, will only provide overhead, she/he could
avoid imposing the useless ones, reducing the overhead associated with the set
of nocrossing constraints, while retaining all (or, almost all) their pruning.

In this paper, we experimentally study how much pruning is performed by

each of the n(n−1)
2 constraints. We label each constraint as useful or useless

considering the number of times the constraint is woken and the amount of
pruning it performs. We then learn a random forest binary classifier to predict
which of the constraints in a new instance will be useful and which will be useless.

Preliminary experimental results show that the approach is promising.
The rest of the paper is organized as follows: after some preliminaries, we

recap from [6] the basic idea of removing crossings and the declarative semantics
of the nocrossing constraint (Section 3). Section 4 explains the data we collected
running the Euclidean TSP solver on various instances. Section 5 is devoted to
the Machine Learning approach to learn the classifier. In Section 6 we show
the experimental results both of the classifier and of the resulting Euclidean
TSP solver exploiting its predictions. Finally, Section 8 concludes the paper and
provides insights into future work.

2 Preliminaries

Let G = (V,E,w) be a weighted graph, where V is a set of nodes, E is a set of
edges, and w : E 7→ R+. A path is a sequence pvs0 -vsk = vs0es0,s1vs1 . . . esk−1,skvsk
such that

1. vs0 , vs1 , . . . , vsk ∈ V and are all distinct, and
2. es0,s1 , . . . , esk−1,sk ∈ E.

Since a path is uniquely identified by the sequence of its nodes (or of its edges) in
the proper order, to simplify the notation we will often write paths as sequences
of nodes. The length of a path p is the sum of the weights of its edges: L(p) =∑k−1

i=0 w(esi,si+1
). Given a path pvs0 -vsk , the sequence obtained by appending

esk,s0 to a path pvs0 -vsk is also called a circuit c.
The Metric TSP is a TSP in which there is an edge connecting each pair of

nodes, and the distance function w enjoys the triangular inequality: w(ea,c) ≤
w(ea,b) + w(eb,c).

A Euclidean TSP is a Metric TSP in which the distance function is the
Euclidean distance. Let P = {P1, . . . , Pn} be a set of points, where Pi = (xi, yi).
The graph associated with P is GP = (P, EP , wP), where EP = {ei,j ≡ (Pi, Pj) |
Pi, Pj ∈ P, i 6= j} and w(Pi, Pj) = d(Pi, Pj), where d is the Euclidean distance.

In the Constraint Programming literature, three main constraint models have
been proposed to address the TSP: the permutation representation, the successor
representation and the set variable representation [5].

In this paper we adopt the successor representation; it is defined with a set
of n variables Next , each ranging on the set of available nodes. Next i = j means
that the successor of node i is node j. The constraint model includes



– an alldifferent(Next) constraint [32], that imposes that each node is the
successor of exactly one other node,

– a circuit(Next) constraint [10] that excludes the creation of sub-circuits,
i.e., circuits that do not involve the whole set of nodes,

– and an objective function aimed at minimizing the total length of the TSP.

3 Avoiding crossings

The following is a well-known result in the literature

Theorem 1. [16]. Let c∗ be an optimal tour of a Metric TSP. Then, for each
ei,j , ek,l ∈ c∗ such that {i, j, k, l} are all different, the segments PiPj ∩PkPl = ∅.

b

b

b
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Fig. 1. A self-crossing circuit.

Proof. (sketch). In Fig. 1, instead of taking PiPj and PkPl, a shorter tour chooses
the dotted edges PiPk and PlPj .

In order to speedup the search, in [6], we proposed a constraint that avoids,
during search, the solutions that include crossings. The nocrossing constraint

nocrossing(i,Next i, j,Nextj)

imposes that the segment PiPNexti and the segment PjPNextj do not intersect,
or intersect at most in one of the extremes Pi or Pj .

Clearly, this constraint should be imposed for each pair of nodes, i.e. a
quadratic number of constraints.

Notice that these constraints are aimed only at improving the efficiency of
the solution, they are not necessary for its correctness; they are in fact redundant
constraints, and it is well known in the CP literature that redundant constraints
can improve the efficiency of the search.

One question could be whether all these constraints perform effective pruning,
reducing the search space, or whether only some of them are actually useful,
while others do not perform any significant pruning while introducing overhead.
In next section, we try to reply to this question.



4 The collected data

To evaluate the performance of each constraint we collected data while solv-
ing Euclidean TSP instances. In order to have a statistically significant number
of instances, we decided to use randomly-generated ones. We used the genera-
tor of the DIMACS challenge [24], which provides two-dimensional instances in
TSPLIB format consisting of integer-coordinate points. The generated instances
can belong to two different classes: uniform and clustered. Points of the instances
belonging to the uniform class are uniformly distributed in a 106 × 106 square,
while points belonging to the clustered class are located in clusters that are uni-
formly distributed in a 106×106 square. We randomly generated instances from
15 to 30 nodes, in both classes. For each size and class we generated 32 instances,
for a total of 1024 instances.

For each nocrossing constraint, in each instance, we measured 3 indicators:
the number of activations Nactivations, the number of value deletions Npruned

from the domain of the variables involved, and the number of failures (and
therefore backtracks) generated as a result of the deletion of values. The first
two indicators were then combined to obtain a fourth one, denoted as RTIO and
calculated as the ratio

Npruned

Nactivations
. A constraint with a low RTIO wakes up many

times without being able to perform pruning so it produces an unwanted over-
head, while a constraint with a high RTIO can perform a much stronger pruning
compared to the number of activations and therefore it is worth imposing it.
Figures 2, 3 and 4 graphically show the number of value deletions, the number
of failures and the RTIO respectively, for a typical instance of Euclidean TSP. In
each figure, the darker the color of the line, the higher the value of the corre-
sponding indicator. Figure 5 furthermore illustrates the nocrossing constraints
that have not performed any pruning (Npruned = 0). We produced many of these
figures in the hope to find some significant pattern, that could help us identify
the useful or the useless instances of nocrossing constraints; unluckily we were
not able to observe any interesting pattern. We decided then to introduce a
machine learning step.

Each constraint was labelled by means of the RTIO, which can be seen as an
indicator of the “goodness” of a constraint. A constraint belonging to a certain
instance I is labeled as useful if its RTIO is greater than the arithmetic mean
calculated on the RTIO of all the constraints belonging to instance I, otherwise
it is labeled as useless. The relation we wish to learn could be seen as a func-
tion mapping each pair of points (in a generic Euclidean TSP instance) to the
set {useful , useless}. In principle, each point could be identified solely by its
coordinates, but this could be a too specific information: the effectiveness of a
constraint should be independent from rigid transformations of the whole set of
points, such as rotations, axial symmetries, or even scaling.

For this reason, beside the (normalized) coordinates of each point, we com-
puted a set of features trying to synthesize some further information that is
invariant with respect to these transformations. As a guidance, we chose some
features reflecting information exploited by effective TSP solving algorithms,



Fig. 2. Graphical representation of the number of value deletions performed by each
nocrossing constraint in a Euclidean TSP instance. The darker the color of the seg-
ment, the higher the number of value deletions.

Fig. 3. Graphical representation of the number of failures generated by each
nocrossing constraint in a Euclidean TSP instance. The darker the color of the seg-
ment, the higher the number of failures.

Fig. 4. Graphical representation of the RTIO of each nocrossing constraint in a Eu-
clidean TSP instance. The darker the color of the line, the higher the RTIO value.



Fig. 5. Graphical representation of the nocrossing constraints that did not delete
any value in a Euclidean TSP instance. A line between two points indicates that the
nocrossing constraint applied on that pair of points was unable to perform any prun-
ing. These constraints only introduce overhead.

in the hope that they could also serve as guidance for the effectiveness of the
nocrossing constraints.

One effective algorithm for solving TSPs is the Held and Karp procedure [22],
based on spanning trees. The minimum spanning tree of the set of nodes can be
computed in polynomial time, and is a popular valid lower bound on the value
of the optimal solution. One of the properties we chose for a pair of points is
whether the segment connecting them belongs to a minimum spanning tree.

Another interesting property is the so-called necklace condition [13]. Suppose
to find a set of discs, each centered on one of the points to be visited, such that
the interiors of two discs do not intersect. Clearly, an optimal tour should enter
and exit each of the discs, so a valid lower bound is twice the sum of the radii
of the discs. From this observation, another interesting property could be the
distance of each node to the closest other node.

Finally, in [6] we also introduced constraints that performed pruning based
on the convex Hull of the set of points; that pruning was also extended to the
case of interior Hulls, after (during search) some of the segments in the current
path was already fixed.

Considering what has been introduced so far, we have identified the following
15 features for each nocrossing(i,Next i, j,Nextj) constraint in the dataset:

– XPIN, YPIN, XPJN, YPJN: normalized coordinates of the two points Pi and Pj

involved in the constraint. These coordinates are obtained, starting from the
original coordinates of the points, by repositioning each instance within a
square space with a 100 unit long side;

– DISN: Euclidean distance calculated between points Pi and Pj using normal-
ized coordinates;

– LEVI, LEVJ: level of points Pi and Pj . The idea is to distinguish the points on
the perimeter of the convex hull from the internal ones, and have a numeric



value suggesting how deep in the interior of the figure is each point. The
level of a point P is defined inductively with respect to the set P of all the
points:

lev(P ) = levP(P ).

The level of a point P with respect to a set X is 1 if P belongs to the
“exterior” of X (precisely, the perimeter HullX of the convex hull of X ) and
is defined inductively as 1 plus the level of P on the “interior” set X \HullX
otherwise:

levX (P ) =

{
1 if P ∈ HullX

1 + levX\HullX (P ) otherwise

– CXNI, CYNI, CXNJ, CYNJ: normalized coordinates of the nearest point to Pi

and Pj respectively;
– NDTI, NDTJ: Euclidean distance of the closest point to Pi and Pj respectively,

calculated using normalized coordinates;
– NBHD: number of points contained in the circle having as diameter the seg-

ment connecting points Pi and Pj ;
– NMST: (boolean value) indicates whether the segment PiPj belongs to a min-

imum spanning tree.

5 Machine learning the goodness of constraint
propagators

The dataset of labelled constraints is suitable for the application of supervised
machine learning algorithms, with the goal of learning a model able to predict
which of the constraints will be useful and which will be useless in a new un-
seen instance of the Euclidean TSP. As each constraint is labelled as useful or
useless, a binary classifier can be learnt that discriminates between the negative
class (useless, represented by a label equal to 0) and the positive class (useful,
represented by a label equal to 1).

Among the classification techniques, the Random Forest (RF) approach is
known for its good computational performance and scalability. A random forest
is a meta estimator that fits a number of decision tree classifiers on various sub-
samples of the dataset and uses averaging to improve the predictive accuracy and
control overfitting [9]. The algorithm used in the experimental validation is the
one available in the WEKA1 workbench for machine learning. Given a training
set X of instances of Euclidean TSP, learning a random forest in WEKA involves
the following steps [1]:

1. Bootstrap samples Bi for every tree ti are drawn by randomly selecting pairs
of points (the examples) with replacement from X until the sizes of Bi and
X are equal;

1 https://www.cs.waikato.ac.nz/ml/weka/



2. A random subset of features (attributes) are selected for each Bi and used
for the training of tree ti in the forest;

3. An information gain metric is used to grow unpruned decision trees;
4. The final classification result is the most popular of the individual tree pre-

dictions.

The RF classifier can now be used to predict if on new unseen pairs of points
the nocrossing constraint should be imposed, at the same time indicating to
avoid imposing constraints that have been assigned the negative class (useless).
The whole proposed procedure is the following:

1. A training dataset of various Euclidean TSP instances, where each constraint
has been labelled according to its own RTIO, is used to learn a RF classifier;

2. Given any new instance of the problem, for whose constraints the three
indicators (and so the class) are unknown, apply the classifier to find pairs
of points that are classified as useful for imposing the nocrossing constraint;

3. Run the instance together with the selected nocrossing constraints to solve
the Euclidean TSP.

With step 3, we try to eliminate the temporal overhead that might be introduced
during the search for a solution by the constraints recognized as not effective by
the random forest model.

An advantage of this procedure is that, once the classifier has been learnt,
it can be reused on any new instance of the problem, without re-performing the
machine learning step, which is executed only once.

6 Experiments

6.1 Results of the Machine Learning step

The machine learning task was carried out by training the RF classifier imple-
mented in WEKA (version 3.8.4) [34]. The training phase was controlled by the
following parameters:

– -P 100: size of each bag, as a percentage of the training set size; the default
value of 100 was kept;

– -I 100: number of iterations (i.e., the number of trees in the random forest);
– -num-slots 1: number of execution slots (thread) for constructing the en-

semble. The default 1 means no parallelism;
– -K 0: sets the number of randomly chosen attributes;
– -M 1: the minimum number of instances per leaf;
– -V 0.001: minimum numeric class variance proportion of train variance for

split (it was kept the default value);
– -S 1: seed for random number generator (it was kept the default value).

Given a dataset of 517,120 nocrossing constraints, collected from 1024 in-
stances of Euclidean TSP in order to investigate the performance of the classifier,



data were split into 66% for training and the remainder for test, obtaining the
performance summary shown in Table 1 and an accuracy of 0.908. Recalling
that each pair of points can be referred to as an ‘example’, the TP Rate is the
fraction of true positives (TP) over the total positive examples, the FP Rate is
the fraction of false positives (FP) over the total negative examples, Precision is
TP/(TP +FP ), Recall corresponds to the TP Rate, F-measure is the harmonic
mean of Precision and Recall, ROC and PR Area represent the areas under the
ROC and PR curves taking values in the range [0,1]. The ROC curve plots the
TP Rate versus the FP Rate, the PR curve plots the Precision versus the Recall
[11, 31]. Accuracy is the number of correctly classified examples over all exam-
ples. The highest possible value for all metrics is 1, and, except for the FP Rate,
the highest the value, the better the performance.

The classifier shows a very good performance over the test nocrossing con-
straints especially for the negative class (useless). After this preliminary test,
the entire dataset was used for training the RF classifier, in order to feed the
learning algorithm with more data, taking 544.41s to complete.

Table 1. Performance of the RF classifier over the fraction of instances used for test.

Class TP Rate (Recall) FP Rate Precision F-Measure ROC Area PR Area

0 0.957 0.301 0.932 0.944 0.945 0.984
1 0.699 0.043 0.790 0.742 0.945 0.818

6.2 Results of the overall Euclidean TSP solver

In order to evaluate the improvements in solving time obtained thanks to the
predictions made by in the machine learning step, we devised a series of ex-
periments based on randomly-generated TSPs. As for the data collection phase
described in Section 4 we used the generator of the DIMACS challenge [24]. We
generated a total of 1024 test instances (different from the ones used for learn-
ing) varying the size from 15 to 30 nodes, in both uniform and clustered classes
(32 instances for each size and class).

We compared three constraint models based on the successor representation
as introduced in Section 2:

– the basic constraint model described in the preliminaries (denoted as ECLP),
including the circuit and alldifferent constraints required by the suc-
cessor representation plus the objective function;

– the constraint model imposing the nocrossing constraint for all pairs of
nodes (denoted as ALL);

– the model imposing only the nocrossing constraints predicted as useful by
the RF classifier (denoted as PRED).
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Fig. 6. Solving time as a function of the number of solved instances. Different curves
correspond to the different models that were compared during the experiments.

All experiments use the max regret search strategy [10].
All algorithms are implemented in the ECLiPSe CLP language [33]. All tests

were run on ECLiPSe v. 7.0, build #54, on Intel® Xeon® E5-2630 v3 CPUs
running at 2.4GHz, with one core and with 1GB of reserved memory. The time
limit for each run was set to 3480s.

Figure 6 summarizes the results, in particular it shows how many of the
instances can be solved by each of the three constraint models when given a
time limit reported in the y-axis. The constraint model that includes only the
nocrossing constraints predicted to be useful is the one obtaining the best
results overall, confirming the effectiveness of the approach proposed in this
paper. The selection of constraints also increased slightly the number of instances
that could be solved: among the 1024 tested instances, ECLP incurred in timeout
on 158 instances, while ALL on 145, and PRED on 141. Randomly-generated TSPs
instances, collected runtime data and datasets are available online2.

7 Related work

There exists a wide literature on combinations of constraint programming with
machine learning or data mining [8].

One of the main ideas is portfolio selection (see, e.g., the survey [26] and ref-
erences therein): given a set of algorithms (or solvers) that solve a same problem,

2 https://github.com/abertagnon/rcra-2020



select the best one for solving a given instance. The approach is based on obtain-
ing data about the running time of the algorithms by collecting a high number
of instances and running each of the available algorithm on each instance. Also,
for each instance a number of features are computed, hopefully synthesizing the
most important characteristics of the instance that make it easy or hard to solve.
These can be simple statistical measures, including the size of the instance, up
to measures from the literature, such as the treewidth of the instance. After
that, a classifier is learned trying to predict, given the set of features of a new
unseen instance, which of the available solvers will be the fastest for that specific
instance. Once a new instance is provided, the classifier is used to choose the
best solver for solving it.

Our work could, in principle, be seen as an algorithm portfolio in which
the classifier chooses among an exponential number of solving algorithms, each
imposing a subset of the set of possible nocrossing constraints. However, we do
not learn such a complex classifier (although in principle it could provide better
results) because the number of possible solvers would be too large, but we try
to predict which of the single nocrossing constraints will be effective.

Although less strictly related to this paper, we cite other approaches to com-
bine Machine Learning and CP, including Empirical Model Learning [28, 27],
trying to learn some features of a physical system and including its input/output
relation as a new constraint, or approaches that try to learn single constraints
or a whole constraint model given examples from the user [7, 4].

Various works in the CP literature address the TSP or some of its variants.
Some of them propose implementations of the circuit constraint [10, 25, 19,
14]: considering that the Hamiltonian Circuit Problem is NP-complete, obtain-
ing Arc-Consistency for the circuit constraint would be NP-complete, so the
works in the literature forego the idea of achieving Arc-Consistency, and propose
instead different tradeoffs between computation time and pruning power.

Considering the objective function, various works exploit relaxations (as usu-
ally done in Integer Linear Programming) to quickly rule out non-promising so-
lutions; the usual relaxations are the minimum spanning tree [30, 17, 18] and the
assignment problem relaxations [17, 18].

Starting with Benchimol et al. [5], various works propose to integrate the ob-
jective function into a constraint that ensures Hamiltonianicity of the graph [15,
23, 12] in order to achieve stronger pruning based on the current upper bound.

8 Conclusions and Future work

In this paper, we proposed to predict and select the set of nocrossing constraints
in Euclidean TSPs formulated in CP.

The first experimental results are encouraging, but more extensive experi-
ments will also be carried out. The performance of the solver with constraints
pruned by the RF classifier will be compared with the same number of constraints
but pruned at random, to validate the relevance of the proposed approach. We
also believe that much more efficiency could be obtained in future research.



One first direction is refining the RF model to check if better performance
may be obtained, but also testing other supervised learning techniques. For in-
stance it would be interesting to predict, instead of two classes, the actual ratio
of pruning power versus activations

Npruned

Nactivations
, run experiments imposing only

those nocrossing constraints whose ratio is predicted to be higher than a given
threshold, and experimentally find the best possible value of the threshold. This
changes the machine learning step from a classification to a regression task,
which, on the other hand, may be more challenging. One could then move from
supervised learning to reinforcement learning techniques and thus avoid collect-
ing a training set.

Some improvement could be obtained by expanding the dataset of experi-
ments, i.e. by running experiments in more instances to widen the available data
about number of activations and pruning of the nocrossing constraints. Also,
in the current dataset only one search heuristic was employed, namely max re-
gret [10]. Since max regret is a dynamic search heuristics, it might be the case
that changing the set of nocrossing constraint, the search strategies change
radically the exploration of the search tree, possibly shuffling the order in which
nocrossing constraints are activated, and making effective some constraints
that were not and vice-versa. So, a more precise classifier could be obtained by
generating datasets with different search strategies.

Another method could be to use data augmentation techniques; for example
by rotating all points in an instance of a same angle, one obtains the same TSP
instance (and the optimal solution does not change), so in principle the number
of activations should not change, while the input data would be different from
the viewpoint of the machine learning algorithm, since the point coordinates
would change.

An enlargement of the set of features, collected during the creation of the
dataset, is already planned, so that the learned classifier relies less on the point
coordinates and more on the synthesized features (e.g. number of edges crossed
by the segment PiPj related to the constraint nocrossing(i,Next i, j,Nextj)).

Finally, instead of learning a classifier that chooses the set of nocrossing
constraints that should be imposed a priori, one could use more dynamic strate-
gies, like removing during search the nocrossing constraints that result less
effective because they have not obtained significant pruning in the last activa-
tions. One source of inspiration could be the strategies used in SAT solvers to
forget some of the nogoods [21].
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