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Abstract
This paper describes the use of artificial neural networks to diagnose heart disease. Training and valida-
tion take place on an open data set that consists of 4 databases: Cleveland, Hungary, Switzerland, and
Long Beach V. The complete data set consists of 76 attributes, but only 13 of them have an impact on
heart disease. To solve the problem, 4 different neural networks are used. The first network was written
in Kotlin, it is implemented without using third-party libraries, using only the simplest language con-
structs and the most popular mathematical methods that are used in neural networks. Networks were
also created in Java with the DeepLearning4j library for deep learning, in Python with the Keras Tensor-
Flow library, and the Matlab system. All networks were tested for training accuracy and the number of
difficult cases (network confidence as a result). The results of the networks were checked and compared.
The trained networks can be used both in embedded and mobile systems and in desktop systems.
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1. Introduction

Since the creation of the first computer to modern supercomputers, the main purpose of
computers has been and remains to facilitate people’s lives. What a person will calculate in
hours, and possibly days, the processor can calculate in a few seconds. Thanks to this property,
a person trusts the computer even the question of medicine [1].

There are downsides to automating medicine. The processor executes only the commands
that are written to it. It can be wrong because the person who programmed it can be wrong.
Besides, the mistake can worsen the patient’s condition [1]. Undoubtedly, computers help in
medicine, but they are only a means of decision support and the last word is always up to the
doctor [2]. Computers cannot eliminate the need for a man.

The difficulties for a person in medicine are based on the fact that a person does not have
unlimited memory and cannot process a large amount of information at once, unlike a computer.
For example, the symptoms of some viruses may be similar, and the number of tests may be
too large to immediately infer and distinguish viruses. Predicting disease and ensuring human
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health is the first and most important goal for every country. Therefore, the topic of medicine
using intelligent systems [3, 4] has been and will be relevant for many years.

Computers are used in medicine in almost every field: diagnostics, treatment, research, or data
management. Despite the importance of each process, the diagnosis has always played a leading
role. Because without the definition of a specific disease, it is impossible to begin effective
treatment. In today’s world, thanks to the high computing power of personal computers, it is
possible to tell with impressive accuracy whether a person is sick or not. Modern diagnostics
consists of three main stages: obtaining a medical history, examining the patient in fact, and
conducting laboratory tests, and all these stages involve the computing power of processors
[2, 5].

2. Related works and problem statement

The task of this work is to create a system that can accurately determine the presence of heart
disease for certain input parameters. An open database with 1.026 patient records will be used
for this purpose. This data set consists of 76 characteristics, starting with the last name and
ending with the chemical composition in human blood. However, due to the existence of data
that do not affect heart disease (surname, city of residence, etc.), the entire database is not used
for training. According to all published studies, only 13 of them should be used, only those that
do have a biological effect on heart disease.

According to statistics [6], heart problems (compared to all other organs) cause the highest
number of deaths, this statistic is similar for each country. Therefore, the most effective artificial
neural networks are used in cardiology. As an example, there is the possibility of using networks
to diagnose posthypoxic disorders of the cardiovascular system in newborns [7]. This was done
by a group of scientists led by T.V. Bowls and co-authors. The input data was a recording of
the child’s 5-minute heart rate, but to transfer the entire recording to the ANN would not give
satisfactory results. It was decided to represent the intervals between strokes in the form of
a histogram. Two specialized 3-layer networks were created. The study was conducted by
various methods, but the most effective was the method of the back-propagation algorithm. The
authors trained 2 neural networks at once to diagnose ST T segment of the heart and myocardial
dysfunction. They managed to achieve 91% and 82% accuracy, respectively.

A huge amount of research is being done and a lot of attention is being paid to the use of
computers to diagnose coronary heart disease. This attention is caused by the fact that this
disease is the most common cause of sudden death in the world [8].

The first to do the first research in this area was a group of scientists led by M.C. Kolak,
they described this in their article [9]. Eight different learning algorithms were used to create
artificial neural networks. All showed a high result of sensitivity, specificity, and accuracy
over 71%. In contrast to the main goal, namely the diagnosis of the disease, the study of other
teaching methods was also conducted and their effectiveness was proved on small data, in
contrast to the method of reverse propagation of the error.

Another group of scientists led by O.Y. Atkov. In their work [10] continued to study this
disease. They used not only artificial neural networks but also the method of reference vectors.
The latter belongs to the class of linear classifiers and is used for classification problems.



Thanks to the data mining technology, they managed to obtain 1324 records of patients with
25 parameters using the data of 3 hospitals. After data normalization, SPSS [11, 12, 13] and R
[14] were used for statistical calculations. According to their calculations and their database,
the method of reference vectors has higher accuracy, sensitivity, and speed of operation than
the method with artificial neural networks. Computer’s diagnostics of cardiovascular diseases
considered in papers [15, 16].

There is a study diagnosing coronary heart disease with coronary atherosclerosis [17]. During
the work, the analysis of dependence between 32 parameters of medical analyzes by a method
of pair correlation with a prediction of both diseases was carried out. After the study, a study of
the most influential factors was conducted. Among all, only the 10 most influential remained.
As a result of the work and adjustment of the neural network, an accuracy of 96% was achieved.
This accuracy makes it possible to detect the disease as accurately as possible and only thanks
to the results of general medical tests. Approximately the same result was achieved by scientists
M. Niranjan Murthy and M. Meenakshi in their work [18], but they used only 13 parameters
and not only tests but also heart rate, sex, type of veins. The result of their work is a neural
network with an accuracy of 95.5%. The neural network had the architecture of 13 input, 13
hidden, and 1 output neuron.

A very interesting combination of two technologies of artificial intelligence was made by
Z. Arabasadi [19]. The genetic algorithm and the artificial neural network were combined.
Thanks to this hybrid, a 10% increase in the accuracy of the neural network were obtained. The
genetic algorithm offered the best scales for the network. Thanks to this, 93.85% accuracy, 97%
sensitivity, and 92% specificity were obtained.

Nonlinear control stability of a heart beat tracking system is investigated in paper [20] based
on second-order original and third-order modified Zeeman’s heartbeat models.

Deep neural network training is even used to detect coronary heart disease. This was done
by A. Kaliskan and M.E. Yuksel in their system of deep learning [21]. The network studied
on 2 data sets and reached 87.6% and 89.7%. 13 parameters were fed to the input. To obtain
such accurate results, normalization was performed and 400 iterations were performed. Since
there is not much data, each database was divided into two parts, 70% for training and 30% for
verification.

3. Neural network technologies for solving the task

A database from four different countries is used. However, it consists of the same fields, so a
complete merge is performed. After that, a random sorting is performed. This is done in order
to properly separate the data for testing and training. Without random sorting, training will be
carried out on data from three countries, and testing on data from another country. Moreover,
there may be a deviation in the chemical composition of blood, cholesterol, etc., because in
different countries people eat different foods that have different environments, which can have
an impact on the composition of the blood. Therefore, to avoid such a deviation, a random
sorting is used. Before the start of working with data, we need to divide it into 2 groups: for
training and accuracy. In our case, 126 for testing and 900 for training.

One of the most flexible methods for solving a current problem is to create an implementation



of a neural network using simple mathematical operations. The Kotlin programming language
is used because it is concise, fast, and can be run on any device [22, 23]. In addition, any
other programming language can be used. The application works in console mode. During
the development of the neural network, much attention is paid to the flexibility of the neural
network for different input data and the ability to change the internal parameters for different
tasks. To begin with, matrix operations were implemented. When creating the functionality of
the neural network to initialize the initial weights used the formula:

𝑤 = 𝑔𝑎𝑢𝑠𝑠𝑖𝑎𝑛 ⋅ 𝑛
−0.5

, (1)

where 𝑤 is the weight; 𝑔𝑎𝑢𝑠𝑠𝑖𝑎𝑛() is the Gaussian function, normal distribution with center
at zero and normal deviation; 𝑤 is the number of inputs to this node.

This is one of the many methods of initializing weights. It has a more accurate initialization
and shows better results [24].

When creating a neural network, you need to calculate the error of the network for it to
adjust its weight. This is usually the difference between the desired value and actual result, but
created network use:

𝐸𝑟𝑟𝑜𝑟 = (𝐷𝑒𝑠𝑖𝑟𝑒𝑑𝑣𝑎𝑙𝑢𝑒 − 𝐴𝑐𝑡𝑢𝑎𝑙𝑣𝑎𝑙𝑢𝑒)
2
. (2)

The created network uses not an ordinary error, but an error square. This is very convenient
because when the value of the error is less than 1, the result decreases 0.12 = 0.01, and when the
values are greater than 1, the result increases 102 = 100. This method pays attention to large
errors, and small errors have less impact.

To find the value of how much you need to change the weight for a particular node, use the
formula:

𝜕𝐸

𝜕𝑤𝑗𝑘

= −(𝑡𝑘 − 𝑜𝑘) ⋅ 𝑠𝑖𝑔𝑚(∑𝑤𝑗𝑘 ⋅ 𝑜𝑗)(1 − 𝑠𝑖𝑔𝑚(∑𝑤𝑗𝑘 ⋅ 𝑜𝑗)) ⋅ 𝑜𝑗 , (3)

where 𝜕𝐸

𝜕𝑤𝑗𝑘

is the differential ratio, it means how much the value of the node error will change
when the value of the weights changes; (𝑡𝑘 −𝑜𝑘) = 𝑒𝑗 is the target value minus negative; ∑𝑤𝑗𝑘 ⋅𝑜𝑗

is the sum of all input signals smoothed by weights leading to node j; 𝑜𝑗 is the output signal of
the node.

The formula is used to update the weights themselves:

𝑤𝑗𝑘𝑛𝑒𝑤 = 𝑤𝑗𝑘𝑜𝑙𝑑 − 𝛼

𝜕𝐸

𝜕𝑤𝑗𝑘

, (4)

where 𝛼 is the coefficient of learning, it is the coefficient that reduces the magnitude of
changes in order not to miss the desired result; 𝑤𝑗𝑘𝑜𝑙𝑑 is the past weight.

The created neural network requires some parameters to work and then you can start learning
[18]:

• The number of nodes for each layer is a parameter that is responsible for two characteris-
tics: the number of layers and the number of nodes in each layer. For each task, you need
to specify your number of nodes in the input layer (number of database parameters) and



the output (network result). Also, the value for the hidden layer must be set according to
the task. For our task we use a neural network of type 13-50-1, where 13 is the number of
indicators of each patient, 1 is the final diagnosis, 50 is the number of neurons to find the
interdependencies between the parameters;

• Learning speed is the value of data trust, this parameter affects the learning speed. Value
0.3 is used for our problem, which is explained by the small amount of data [9, 18];

• The activation function is a function that is used for each node to measure the output
signal. In our case, the sigmoid activation function. It is most convenient for neural
networks. Its feature is a decrease or increase of the output value depending on the input
[2, 24];

• A random seed is a random value, relying on which the matrix of weights is filled. It is
needed to study the different behavior of the network with different values of weights
and the ability to reuse the most effective weights [18, 24].

All input data before use are normalized by the formula:

𝑥𝑛𝑜𝑟𝑚 =

𝑥 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛

, (5)

where 𝑥𝑚𝑖𝑛 and 𝑥𝑚𝑎𝑥 are the smallest and largest value of the current parameter, respectively;
𝑥 is the value to be normalized.

The next stage is learning. This uses the inverse propagation of the error. This is a function
that takes two parameters. The first parameter is a matrix with input values that are fed to
the input of the neural network. The second is the matrix of the desired output signal. Both
parameters are transposed before starting work. All operations in this function are matrix
functions, which are described in Section 2. That is, first the result of the network is obtained
and compared with the correct one. According to the net error, the weights are adjusted.

Because the amount of data is quite small, the neural network needs to be trained more than
once. One complete cycle of learning, which is based on all data, is called the era. More epochs
lead to greater accuracy of results, but too much leads to retraining and as a result - the inability
to correctly predict new data and learn in general [25].

The next stage is to check the accuracy of the training. To do this, read the data file for
verification. After reading, we transmit data to the neural network. The result of the network
is given by a single number in the range from 0 to 1, which when multiplied by 100 gives a
percentage of confidence in the network that the person is sick. If the result of the neural
network is greater than 0.6 (60%), the prediction indicates that the patient is ill. The value of
60% was chosen given that the database includes a lot of older people and characteristics that
can be found even in healthy people. Therefore, it is necessary to be surer, whether the person
is ill.

Together with this, the number of complex values (cases) is calculated - a value that shows
how many predictions of the neural network is in the range of 35%–65%. This range has been
chosen as questionable. That is, if the network has a result of about 0.55, it indicates that the
person is not sick. However, maybe it just was not enough for a different result. The more such



Table 1
Pairwise comparison of some network results and correct answers

Result/Set 1 2 3 4 5 6 7 8

Network result 0.99 0.00 0.93 0.00 0.04 0.98 0.00 0.98
Correct answer 1.00 0.00 1.00 0.00 0.00 1.00 0.00 1.00

Result/Set 9 10 11 12 13 14 15 16

Network result 1.00 0.00 0.03 0.04 0.05 0.01 0.96 0.27
Correct answer 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

... ... ...

Result/Set 119 120 121 122 123 124 125 126

Network result 0.00 0.10 1.00 1.00 0.00 0.00 0.90 0.00
Correct answer 0.00 0.00 1.00 1.00 0.00 0.00 0.00 0.00

values, the less you can trust the network. Therefore, it is necessary to check the accuracy of a
network not only on accuracy but also on the number of difficult values.

The training took place in 200 epochs. It took 14 seconds. Due to a large number of nodes in
the hidden layer and the high learning rate, this was enough to get excellent results, namely
100% accuracy, and 0 complex cases. Generated random seeds -8666230825488870003.

Additionally, the correctness of the application was verified by a direct comparison of some
network results and correct answers (Table 1).

According to the results, we can say that the neural network has learned to make very
accurate predictions. If we take the data for verification, which were not included in the training
sample, and transmit it to the neural network, we get the result in 100% correct answers and 0
complex cases. Such a number of complex cases mean the confidence of the neural network
in their answers. As the results were very excellent, a full data set test was performed. The
result was also 100% and only 8 complex cases, which of the total number (1025) corresponds to
only 0.78% of the values. Based on this, you can confidently say about the excellent learning
outcome and be confident in the results of the network.
DeepLearning4j is an open source library designed to implement neural networks in Java

[26]. It can use not only CPU power but also video cards. It has a very flexible interface and
can be used for most artificial intelligence tasks. Includes the ability not only to create neural
networks, but also the preparation and normalization of data, fast structures for working with
large data sets. One huge advantage is the huge number of built-in algorithms, activation
functions, and data processing methods.

After reading, the data undergo normalization and transformation. The next stage is the
configuration of the neural network. Specify the following parameters:

• Random seeds;

• The activation function is a sigmoid;

• The learning factor is 0.1, as higher values lead to retraining and reduce accuracy;



• The type of neural network is 13-50-1;

• Error propagation function is a gradient descent;

• The number of epochs is 200;

• Updater is Adam with parameter 0.1;

• The loss function is mean squared logarithmic error.

The result is an accuracy of 99.21% and 0 complex cases for 200 epochs and 100% accuracy
for 230 epochs. Two hundred epochs passed in 1.89 seconds. The library uses the acceleration
of calculations due to the power of the video card and processor.
TensorFlow is an open source platform for machine learning. It has a flexible ecosystem of

tools, libraries, and resources [27, 28, 29]. Researchers can quickly add their developments to
this platform, and programmers can easily use and integrate into any device. This platform can
run on both a server and a local device. Each algorithm and its implementation can be easily
viewed. The system provides convenient high-level APIs for working with complex networks.

At its core, TensorFlow has another open source library called Keras. It is a flexible and high-
performance interface for solving machine learning problems. Much attention in the library is
paid to deep learning. It provides the necessary abstractions and blocks for the development
and implementation of high-bandwidth machine learning solutions. Like DeepLearning4j it can
work using the power of graphics cores [21, 25, 26].

The data is read before starting work. This is realized due to the built-in function. The next
step is to set up the network. Due to the peculiarities of working with neural layers in Keras,
we create 4 layers. The first of which is the normalization layer.

Network settings:

• Batch normalization (axis = 1, momentum = 0.99, epsilon = 0.001);

• The activation function is a sigmoid;

• The optimizer is an Adam;

• Loss is a Mean Squared Error;

• Layers are 13-50-1.

Unlike previous networks, where there were enough 200 epochs, here 200 epochs give an
accuracy of 85%. An attempt was made to increase the learning rate, but this led to retraining
and results within 50%. Therefore, the only way out is to increase the number of epochs. Three
hundred epochs show 95% accuracy, 400 - 97% accuracy, 500 - 100%. Based on this, the number
of epochs was increased to 500.

The training lasted 22.5 seconds. But the network has learned to make predictions very well.
Also, complex cases of only 2. Unlike previous networks, the result of this may be negative
values and greater than 1.



Matlab is a system for scientists that combines a huge number of libraries for calculations
in any field of science [25, 30]. The application perfectly combines mathematics, graphics,
and programming. Unlike conventional programming languages, it also provides a graphical
interface for many tasks. Many tasks are performed online, and the user can observe them and
notice errors. Excellent optimization organizes extraordinary speed. But the minimum system
needs are very high.

The distribution of data is done by example (Figure 1).

Figure 1: Distribution of data for training

This distribution was chosen based on the fact that only training data is used for training and
not a complete database. The data for testing has been reduced to a minimum of 5%, according
to the fact that we will evaluate the network ourselves. Also, the data for verification is left as a
base 15%.

There are three basic methods of learning (Figure 2).

Figure 2: Algorithms of training in Matlab

The third method did not show good results. Its results are 88.1% accurate and 14 complex
cases. Also, the first and second turned out to be very accurate. Both are 100% accurate and
0 complex cases. The first is the Levenberg-Marquardt algorithm. It took only 19 iterations
(epochs) and 3 seconds to complete the training. The second is the Bayes regularization. It
requires more time and iterations than the first one. It needs 82 iterations and 9 seconds.



Relying on the results of both algorithms, we can say with certainty that both algorithms are
suitable for learning in this database. However, for faster processing and lower resource costs,
it is better to use the Levenberg-Marquardt algorithm. It is about 3 times faster than Bayesian
regularization.

4. Research and optimization of the created neural network on
Kotlin

Consider the optimization of the developed neural network on Kotlin, because the corresponding
implementation has more parameters for configuration and optimization in contrast to others
[25, 27].

Simple creation of a neural network is not difficult, it is only working with matrices for
calculations of nodes and implementation of a method of backpropagation of an error. However,
this is not enough for efficient and accurate network operation. Therefore, after creating the
implementation in the Kotlin language, the network setup was started.

After creating different implementations of neural networks, authors noticed different effects
of the learning rate on network training. In some cases the value 0.5 is needed, in some it leads
to retraining and the value 0.01 is enough. That is, they do not equally affect network learning.
For example, as many as 0.3 was used for implementation on Kotlin, which is considered too
high, but it did not lead to negative results, but only led to faster learning in fewer epochs. At
the same time, DeepLearning4j uses 0.1, and when at least doubled, the network could not learn
at all and everything came to retraining. TensorFlow with a Keras kernel was enough 0.001, for
excellent training and as well as in DeepLearning4j led to retraining [25, 26, 27]. In Matlab, the
learning factor is not specified because it is selected automatically by the system [30].

Retraining means the full study of certain data and the ability to distinguish only them, and
other new ones can not predict. It was also observed during the wrong learning factor as follows:
the neural network with each new epoch shows new values of accuracy, then greater, then
less (80%, 75%, 82%, 73%, ...), this is an indicator that the network has a very large learning rate
and with each era memorizes new data forgetting about the old. Since a lot depends on the
initial initialization of weights, and they are generated by a random method, during the study
and optimization of the network we will create not one network, but 30 for greater accuracy.
Average, maximum, and minimum accuracy will be used as an indicator of the correctness of
these networks [31, 32].

First of all, you need to explore the right number of epochs to learn from a database of
patients. Learning takes place in steps of 20 epochs, i.e. from 1 epoch to 300 epochs 30 neural
networks with different weights are created. Each network learns a step-dependent number of
epochs. After that, its accuracy is checked. The next step is to calculate the average accuracy
for all 30 networks. Other network parameters: learning speed is 0.3, the number of nodes on
the hidden layer is 50. According to this data authors can build a graph (Figure 3).



Figure 3: Dependence of learning accuracy on the number of epochs

According to the constructed graph (Figure 3), it is possible to investigate that with more
epochs accuracy also increases. After 200 epochs you can get great results of accuracy.

The next stage of the study is the coefficient of learning speed (Figure 4). This ratio varies
from 0 to 1. It affects the internal properties, such as prevention of retraining, speed of data
learning, the level of confidence in the data. The study will be conducted in steps of 0.1 from 0
to 1. The number of epochs according to the previous study is 200. The number of nodes in the
hidden layer is 50.

Figure 4: Dependence of learning accuracy on learning rate

According to the graphs, you can see that a value greater than 0.3 does not make sense at all.
Smaller values give insufficient accuracy at 200 epochs, and larger ones give the same result
and can make learning impossible. Therefore, it was decided to use exactly 0.3. According to



the figure, even with the value of the coefficient of 0.3 neurons, the network can reach 100%
accuracy.

The next step of the study is the number of nodes in hidden layer (Figure 5) [33, 34, 35].
Depending on this parameter, the elasticity of the network to search for interdependencies in
the data increases, but also increases the complexity of calculations. This stage will be studied
in steps of 10 from 1 to 100. The learning rate is 0.3, the number of epochs is 200.

Figure 5: Dependence of learning accuracy on the number of nodes in hidden layer

The last stage of the study shows that the best result shows 50 nodes in hidden layer, these
nodes are enough to find all the interdependencies in the data.

According to recent research, the best settings for network setup have been calculated. The
following parameters are required for our database and network:

• The number of neurons in the hidden layer is 50;

• The number of epochs is 200;

• The learning rate is 0.3.

Using these parameters, a dozen neural networks are created and selected with the best
accuracy parameters and the minimum number of complex cases.

5. Conclusions

During the writing of the work, the analysis of the use of artificial intelligence methods in
medicine was carried out. The principles of work of neural network technologies are investigated.
A statistical analysis of the patient database used for training was performed. Matrix operations
for work with neural networks are implemented. The neural network is configured using the
Kotlin programming language to diagnose heart disease. The settings of artificial intelligence



libraries to work with the same database have also been mastered. The analysis and comparison
of different networks with the following characteristics: speed, convenience, and accuracy of
training.

All four implementations showed the highest accuracy (100%), but at the same time there
is a difference in the number of difficult cases, for example, when testing the TensorFlow
implementation, the number of complex cases is 2, there is also a difference in the number of
learning epochs (correspondingly time) for DeepLearning4j implementation, this value is 230
epochs (2.06 seconds).

Therefore, following the task, the networks were optimized for maximum accuracy, and
comparisons were made on different characteristics. Each created application has an accuracy
of 100%, so they can be used with complete confidence in the results.

The created systems can be integrated into any device. And thanks to this, it is possible to
provide doctors only with software to check their patients. This will help to make an early
diagnosis of the disease, and as a result, will reduce mortality from heart disease.
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