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The article discusses new approaches to assessing the semantic similarity of documents in a vector space, taking into account 
statistically significant and informative terms. Informative terms reflect the current state of research in a certain field of research. To 
select informative terms, an algorithm for calculating the impact factor of the term is proposed. It is shown that informative terms allow 
both to evaluate the semantic similarity of texts and to predict future citations. The developed methods for assessing the semantic 
similarity and future impact of scientific publications can be used in the framework of “Predictive optimization”, a modern technology 
that allows us to make decisions based on forecasts. In evaluating the activities of research and individual scientists, bibliometric 
indicators often play an important role. However, the use of citation-based indicators is problematic in determining the impact of recent 
publications. Usually, two years after the publication of most articles, they receive only a few links. The probability of future citation 
can be predicted using the proposed indicator - IFT.  

Keywords: semantic similarity, informative terms, impact factor of the term, citations, statistical analysis, citation prediction. 
 

1. Introduction 
Measuring the similarity between documents is an 

important component in various tasks such as document 
clustering, topic detection, topic tracking, question 
answering, information retrieval and text summarization. 

For scientific articles, there are two main types of 
similarity measures: citation-based similarity [1] and 
semantic textual similarity [2]. These two types of 
similarity measures should correlate and maximizing this 
correlation is a convenient way to adjust the coefficients 
and parameters on which these measures depend. 

Citation-based similarity measures such as 
bibliographic coupling (if two documents share a reference 
in their bibliography) and co-citation (if two documents are 
cited by a third document) are an integral component of 
many information retrieval systems. Semantic textual 
similarity measures analyze situations where two 
documents share certain words (co-word linkages [3]), 
phrases or ideas [4]. 

Latent Semantic Analysis (LSA) [5] and Generalized 
Latent Semantic Analysis (GLSA) [6] are the most popular 
techniques of Corpus-Based semantic textual similarity [2]. 
GLSA extends the LSA approach by focusing on term 
vectors instead of the dual document-term representation. 

There is a problem of efficient filtering of non-
informative words. LSA and GLSA suffer from noise 
introduced by typos and infrequent and non-informative 
words [6]. To solve this problem, we present a new 
citation-based method for efficient filtering of the core 
vocabulary and keeping only content bearing words. This 
new citation-based method is called the Impact Factor of 
Terms (IFT). It is described in Section 2. IFT assesses the 
significance and informational content of terms in scientific 
articles based on citation analysis of the articles with these 
terms. Also, IFT is useful for prediction future citations and 
promising topics in different subject areas such as smart 
energy systems. 

Maximizing correlation between citation-based 
similarity and IFT-based semantic textual similarity is a 
convenient way to adjust the coefficients and parameters of 
the IFT method. 

IFT is similar to journal impact factor (JIF) which has 
been used for many years and has proven effective. JIF is a 
scientometric index that reflects the yearly average number 
of citations that articles published in the last two years in a 
given journal received. If all articles of a journal are highly 
cited, then this journal has a high JIF value and is 
considered significant and authoritative. Similarly, if all 
articles with some general term are highly cited, then this 
term has a high IFT value and is considered significant and 
informative. The IFT helps to identify informative terms 
that indicate significant fundamental ideas. Words and 
terms with a constantly high IFT (for example, neural 
networks) denote significant ideas, interest in which is 
stable for many years. For such informative words, the IFT 
values are stably high. Also, such words have a high 
correlation between IFT values of the current and next year. 
This correlation as well as the conditions for the stability 
and predictability of the IFT are discussed in Section 4. 
Section 3 describes a collection of articles used for 
experiments to study the empirical properties of IFT, 
including its correlations. The next section gives a formal 
description of the IFT. 

2. Impact Factor of Terms (IFT) 
There are currently several journal ranking systems, but 

the oldest and most influential system is a journal impact 
factor (JIF). JIF is used as an indicator of the importance of 
a journal for its field. 

A journal's impact factor is based on how often articles 
published in that journal during the previous two years (e.g. 
2017 and 2018) were cited by articles published in a 
particular year (e.g. 2019). 

The higher the JIF, the more often articles in that 
journal are cited by other articles. Thus, the influence factor 
can give an approximate idea of how prestigious the 
magazine is in its field of science. 

The journal with the highest IF value is the one that 
publishes the most frequently cited articles over a two-year 
period. One easy way to increase JIF is to publish more 
review articles, which are usually cited more often than 
research reports [7]. 



Author Impact Factor (AIF) is an extension of the 
impact factor for authors. The AIF of an author A in year t 
is the average number of citations given by papers 
published in year t to papers published by A in a period of 
Δt years before year t. AIF is able to capture trends and 
variations in the influence of scientists over time, in 
contrast to the h-index, which is a measure that takes into 
account the entire career path [8].  

We offer an extension of the impact factor idea for 
terms. We offer a new numerical indicator of the authority 
of words and terms, called the impact factor of the term 
(IFT). 

IFT (formula 1) can be used to effectively filter the 
dictionary, excluding uninformative words and terms. With 
the help of IFT, we can identify promising topics and ideas, 
find implicit links between articles and texts, and discover 
ideologically influential sites. 

 𝐼𝐼𝐼𝐼𝐼𝐼 =
 𝐴𝐴𝑡𝑡 

𝑁𝑁𝑡𝑡
, (1) 

where Аt is the number of citations in articles with the term 
A published in year t to articles with the term A in the 
period Δt years to year t; Nt - total number of articles with 
term A for the time period ∆t + 1. 

Therefore, the IFT of term A in year t is the average 
number of references cited in articles with term A 
published in year t to articles with term A in the period ∆t 
years to year t. 

It follows from the IFT formula (1) that the method will 
certainly increase the correlation of the similarity measure 
of texts with their bibliographic relationship, since the IFT 
linearly depends on the number of bibliographic references 
over the past two years (or over a period of ∆t years). 

Various approaches to the calculation of IFT were 
investigated. 

The modified impact factor of the term (IFTm) is the 
ratio of citations of articles with term A to the total number 
of articles with this term over 3 years. 

 𝐼𝐼𝐼𝐼𝐼𝐼𝑚𝑚 =
 𝐴𝐴𝑡𝑡−2 +  𝐴𝐴𝑡𝑡−1 +  𝐴𝐴𝑡𝑡

𝑁𝑁
, (2) 

where Аt-2 - the number of links to the article with the term 
A two years ago in same year; Аt-1 - the number of links to 
the article with term A last year for the same and previous 
years; Аt - the number of links to the article with term A 
over a three-year period, including the current year; N - 
total number of articles with term A for three years. 

Both the IFT and IFTm are considered only for articles 
in which the given term is in the title. Only citations from 

articles containing the specified term in the title are taken 
into account. 

3. AI collection (Data Set)  
In our experiments, we analyze DBLP citation network, 

which is a collection of articles on Artificial Intelligence 
from 1936 to 2017, compiled by aminer.org and referred to 
here as AI collection.  

The citation data is extracted from DBLP (Digital 
Bibliography & Library Project dblp.org), ACM 
(Association for Computing Machinery acm.org), MAG 
(Microsoft Academic Graph), and other sources.  

We used the V10 version released in October 2017. 
This data set consists of 3,079,007 articles and 25,166,994 
citation relationships. For each article there is a title, 
authors, year of publication and links. We have processed 
all titles and citation relationships.  

In this paper, the AI collection was analyzed in different 
directions described in the next Section. 

4. Results of a statistical analysis of term trends 
The main goal of the statistical analysis of the AI 

collection is to study the empirical properties of Impact 
Factor of Terms (IFT), including the correlation of its 
current and future values to assess its stability and forecast 
future citations. 

Statistical analysis of the collection was carried out 
using the Trend+ author program, which built a frequency 
dictionary of all words and terms in the collection. Also, for 
each term with a frequency of more than 5, Trend+ 
calculated its trend indicators (trending situations), 
including the number of articles with this term for the year, 
the number of citations from other articles with this term, 
the IFT and IFTm indicators for the current and next year. 

To calculate the correlation, situations/points were 
selected for different words in different years, when the 
values of IFT and IFTm of the current year were more than 
zero. There could be several such situations for one word 
in different years. The selected situations were divided into 
groups differing in the number of articles with a word over 
the past 3 years. According to the number of situations, the 
IFTm groups turned out to be larger than the IFT groups, 
because IFTm takes into account more citations. Fig. 1 
shows graphs of the number of situations/points in these 
groups for calculating correlations. 



 
Fig. 1. Graphs of the number of points for calculating the correlations of the current and future years for the indicators IFTm (upper) 

and IFT, depending on the number of articles with the word in the last 3 years 
 

In Fig. 1, the upper graph corresponds to the IFTm, and 
the lower IFT. The y-axis represents the number of points 
for calculating the correlations of the current and future 
years. The x-axis represents the frequency of terms, i.e. the 
number of articles with the term over the last 3 years. The 
maximum points on both graphs are achieved when the 
number of articles is 5, because the experiment did not 
analyze terms that occurred less than 5 times in the 
collection for all time. 

On the IFT graph, the maximum number of points 
54326 is reached at X = 5, and the minimum 2423 at X = 
50. On the IFTm graph, the maximum number of points 
91997 is reached at X = 5, and the minimum 2913 at X = 
50. 

For each group of trending situations/points (i.e., for 
each X) individually, a correlation was calculated between 
the current and future values of IFT and IFTm. The results 
of calculating the correlations are shown in Fig. 2. 

 
Fig. 2. Graph of IFT correlations (upper) and IFTm correlations of the current and future years depending on the number of articles 

with the word in the last 3 years 
 

The upper graph is the IFT correlations, and the lower 
graph is the IFTm correlations. 

Both graphs behave very similarly, but the correlations 
of the IFT (upper graph) are almost always greater than the 
correlations of the IFTm. The correlation on the graphs 
reaches 0.5 at a frequency of 17 articles over the past three 
years, 0.6 at 26 articles, and 0.7 at 45 articles. Thus, IFT 
behaves more stably and predictably than IFTm, but IFTm 
covers more different situations and words/terms. 

The graphs show that the higher the current frequency 
of the term (the number of articles with the term), the higher 
the correlation, and therefore, the more stable the IFT 
behaves in time. Stable IFT allows you to accurately 
predict the average number of future citations, since the IFT 
is exactly equal to the average number of citations of 
articles with the specified word/term. Thus, the 
words/terms with a high frequencies and high IFT values 



define promising topics in different subject areas such as 
artificial intelligence or smart energy systems. 

The most stable and predictable words/terms with high 
IFT values are called informative terms. Informative 
words/terms have high frequencies and IFT meanings 
above a certain threshold. The type of function for filtering 
of non-informative words which grows with increasing IFT 
and frequency can be selected by maximizing the 
correlation between citation-based similarity and IFT-
based semantic textual similarity. As a first approximation, 
this filtering function can be taken as the product of IFT 
and frequency with a certain minimum threshold for IFT. 

Here are examples of the most informative words/terms 
in the collection of AI articles that have the largest total 
values of IFT multiplied by the current frequency: web 
(year 1982), fuzzy (1969), sensor networks (1992), neural 
(1962), video (1976) , social (1971), cognitive (1973), 
semantic (1967), clustering (1970), neural networks 
(1986).  

These examples point to the most actively and stably 
developing areas of AI, and also confirm the usefulness of 
the proposed filtering function and its ability to evaluate the 
significance and information content of words/terms. 

5. Predicting the citations with IFT 
Prediction of citation of scientific works was studied by 

many researchers. The described approaches are mainly 
based on the analysis of a number of features, including 
information about the authors (number of authors, country, 
authors rating, etc.), features of the journal (total number of 
links to the journal, impact factor of the journal), article 
parameters (topic, volume, number of references etc.), type 
of research (for example, original research compared to a 
literature review), as well as other characteristics 
(reputation of institutions etc.). In addition, altmetrics are 
also used to predict the citation of a scientific paper. 

Citation prediction methods have been proposed, for 
example, by Walters (2006) [9], Haslam et al. (2008) [10], 
Fu and Aliferis (2010) [11], Wang, Yu and Yu (2011) [12], 
Wang et al. (2012) [13], Didegah and Thelwall (2013) [14], 
Yu, Yu, Li and Wang (2014) [15], Onodera and Yoshikane 
(2015) [16], Cao et al. (2016) [17], Golosovsky and 
Solomon (2017) [18], Fiala and Tutoky (2018) [19], Bai et 
al. (2019) [20]. For example, Wang et al. (2013) [21] 
propose mathematical models that describe how 
publications accumulate citations over time. Using these 
models, the authors predict the effect of publication citation 
on a longer term based on a short-term publication citation 
history. Bornmann et al. (2013) [22] present an empirical 
analysis of the correlation between short-term and long-
term citation indicators. 

IFT evaluates the significance and informativeness of 
terms in scientific articles based on an analysis of the 
citation of articles with these terms. IFT can also be used to 
predict future citations of new articles. 

Given the practical importance of incorporating the 
latest publications in evaluations of scientific performance, 
one of the goals of our study is to develop a model to 
predict the impact that recent publications will have in the 
long run. 

Our model assumes a publication citation prediction 
based on the following predictors: the impact factor of 
significant terms (for example, authors' keywords) and the 
time of appearance of subsequent articles associated with 
implicit links to the original article. 

The two predictors used are readily available, and 
unlike most prediction approaches, they allow you to make 
predictions pretty soon after the publication. 

Citation forecasts have a high degree of uncertainty. 
Therefore, we believe that it is more important to know the 
likelihood that the publication will receive a certain number 
of links in the future. Therefore, we do not predict the 
average number of links that the publication should attract 
in the future, but we predict the probability distribution for 
the future number of links based on the developed 
mathematical probabilistic model of the dependence of the 
number of direct citations on terms with high IFT. 

It is important to emphasize that the purpose of our 
work is different from the studies mentioned above. As in 
the above studies, we are interested in predicting the future 
citation. However, many indicators that have been found to 
correlate with the influence of citation are easy to 
manipulate. 

For example, suppose researchers know that future 
citations of a publication will be predicted based, for 
example, on the number of pages or the number of links. In 
this case, authors can artificially increase the number of 
pages or increase the number of bibliographic references. 
Therefore, we consider variables that cannot be changed by 
the authors of the publication. 

Based on IFT values, we can choose informative terms 
that indicate important fundamental ideas. Words and 
terms with a consistently high IFT indicate important ideas 
that have been stable for many years. 

In our experiments, we analyze the DBLP citation 
network, which is a collection of articles on artificial 
intelligence from 1936 to 2017, including 3,079,007 
articles and 25,166,994 links. Statistical analysis of the 
collection was carried out using the Trend + program, 
which built a frequency dictionary and trend indicators, 
including the number of articles with this term per year, the 
number of links to other articles with this term, IFT and 
IFTm indicators for the current and next year. 

The term “Trend of the initial frequency” (TIF) is 
proposed - this is the number of years from the first article 
with a certain term to the nth article with this term. A 
relationship was found between TIF, IFT, and citation 
trends. It is shown that the higher the trends of the initial 
frequency, the higher the trends of fresh citation links, that 
is, the higher the likelihood of quick appearance of links to 
the article. 

Of particular interest are trend terms with a large 
number of new articles (more than 10 articles in the 
previous 2 years). For trend terms, the correlation of current 
and future IFTm is more than 60%, which allows us to 
make a fairly confident forecast of IFTm (i.e. citation 
forecast) for the next year. 

We summarize how our study differs from existing 
works: 
˗ we are interested in predicting the long-term impact of 

citation, based solely on the impact factors of 



significant terms (as mentioned above, we do not want 
to use variables that can be easily manipulated); 

˗ we are interested in predicting the long-term impact of 
citation within one or two years after the publication; 

˗ unlike most earlier papers, our interest is in predicting 
the probability distribution for the future number of 
links to a publication. We do not aim to give an accurate 
estimate of the future number of links to the publication. 
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