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Abstract. The Czech Supreme Court produces significant amount of decisions to-
talling more than 130 000 decisions since 1993. The amount makes it difficult for
law practitioners to research this case law. This work focuses on topic models for
enhanced information retrieval through identification of case law approaching the
same or similar issues. We provide initial quantitative evaluation of Latent Dirichlet
Allocation (LDA) and Non-negative Matrix Factorization (NMF) models accord-
ing to CV coherence score for different number of topics modelled nk= {10, 20,
..., 90, 100}. Additionally, we provide qualitative evaluation for LDA and NMF
models nk= {20, 30} that will serve as a starting point for subsequent expert-user
evaluation.
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1. Introduction and Motivation

The Czech Supreme Court produces significant amount of decisions totalling more than
130 000 decisions since 1993. The amount makes it difficult for law practitioners to
research this case law. In this paper, we apply topic modelling methods in order to provide
less time-consuming and more efficient court decisions retrieval.

Ultimately, our aim is to provide more accurate legal information retrieval methods
that take into consideration specifics of the Czech law and the Czech language and are
extensively evaluated by lawyers knowledgeable in the Czech law and practicing within
the jurisdiction.

2. Related Work

A general purpose of topic modelling methods is to discover underlying topic structures
in the given set of documents. These topics are probability distributions over a set of
words. This method is beneficial for many information retrieval tasks. It is fundamen-
tally unsupervised, however it has many supervised or semi-supervised extensions or ap-
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plications [13]. For our experiment, we have selected two well-known topic modelling
algorithms, Latent Dirichlet Allocation (LDA) and Non-negative Matrix Factorization
(NMF).

LDA was first introduced as an unsupervised model in [1]. It was successfully used
for classifying journalistic texts in [6,13] and it was applied on Twitter tweets in [7]
demonstrating that this method may not be the best option for short texts. Additionally,
it was used for summarizing of scientific papers [5]. In legal IR, this method is used for
topic detection or clustering of similar documents [8,11]. NMF was first introduced in
[15] and gained subsequent popularity through [10] as an innovative data clustering algo-
rithm. NMF algorithm was used for polyphonic music transcription [17] or for document
clustering in [19,9].

Part of the research in topic modelling focuses on comparing different models. For
this purpose, various extrinsic and intrinsic evaluation methods were designed [16]. Co-
herence score, as one of the intrinsic methods, is a metric expressing the logical order or
coherence of topics and thus enables machine (quantitative) validation and comparison.
Coherence calculation is applied to the most important words of the topic and the result is
then calculated as the sum or arithmetic mean of all these values. The CV (or sometimes
referred to as ”c v”) coherence score which is used as an automatic validation measure in
this paper was introduced in [16]. It is based on a sliding window, one-set segmentation
of the top words and an indirect confirmation measure that uses normalized pointwise
mutual information (NPMI) and the cosine similarity [12].

It was reported that NMF outperforms LDA in topic coherence score when using
corpora of relatively shorts texts [4,2]. On the other hand, LDA provided more coherent
topics in the case of longer texts and outperformed NMF [18,12]. Considering that pur-
pose of our research is to provide more accurate legal information retrieval, expert-user
evaluation of the relevance of topics assigned to documents is more important than co-
herence measure. However, in this phase of our research, we use coherence measure to
compare LDA and NMF in different settings (different number of topics nk) to identify
most coherent setting to be later subjected to expert-user evaluation.

3. Method

We used CzCDC 1.0 corpus [14], specifically its Supreme Court subset containing
111 977 decisions (published between 01/1994 and 09/2018). We removed so called
unifying opinions due to their highly specific nature (both substantive and procedural),
which left us with 111 187 decisions. Subsequently, we removed headers (containing
names of judges, identification of parties and their representatives etc.), numbers, punc-
tuation symbols and stop words based on the general list of Czech stop words. Subse-
quently, we used part-of-speech tagging to select nouns and adjectives (because these are
usual bearers of meaning in legal language), and used lemmatization and short words re-
moval (all words shorter than three characters were removed). Finally, all the remaining
characters were transformed into lower-case form. We used spaCy python library with
its extension for the Czech language via ud-pipe.2

2https://pypi.org/project/spacy-udpipe/.
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We relied on LDA and NMF implementation algorithm in gensim package.3 One
of the parametres to be set for both methods is the extremes filtering removing words
that appear either very often or very little. We removed all tokens appearing in less than
5 documents and all tokens appearing in more than half of the documents. The upper
limit stems from the fact that the Czech Supreme Court serves as an apex court for civil
and criminal cases. Hence, if the token appears in more than half of the documents, we
assumed that it appears in both civil and criminal branch as a very common term without
any specific legal importance. Furthermore, NMF model is built on the tf-idf corpus.

We used the resulting dataset to train both LDA and NMF models over ten instances
with a different number of topics nk= {10, 20, 30, 40, 50, 60, 70, 80, 90, 100}.

4. Results and Discussion

The CV coherence score comparing LDA and NMF models for the same nk is presented
in Figure 1. LDA model with nk= 30 and NMF model with nk= 20 achieved the high-
est CV coherence score at 0.6387 or 0.7418 respectively. At the same time, all of the
instances of NMF models achieved higher CV coherence score than instances of LDA
models with the same nk. All models and their topics as pyLDAvis graphs are available at
github page.4 Generally, scores for both methods in different settings are relatively high
compared to those reported in [16].

This means that topics are composed of highly coherent keywords or semantically
related terms. Following the interpretation in [16], topics and their distribution in the
corpus of court decisions should be relatively similar to human evaluation. To confirm
this assumption, further qualitative analysis is necessary. As is evident from [13,16,3],
the correlation between human evaluation and coherence score of different models varies
greatly and depends on various parameters. It is not sufficient to declare success in this
experiment based on CV coherence score of different models alone. Initial subsequent
analysis is precursor of successful larger expert-user evaluation.

Given the scope of this paper, it is impossible to provide for qualitative evaluation
of all twenty models. For small-scale initial qualitative analysis, we selected the LDA
model with the highest CV coherence score nk= 30 and the NMF model with the highest
CV coherence score nk= 20 plus corresponding NMF model with nk= 30.

The list of topics for both selected models reveals interesting tendencies. First of all,
while NMF model offers higher CV coherence score in general, topics are more general.
LDA topics are more specific. Therefore, it can discover more of the less common topics,
that the NMF method does not reveal at all. For example, the topic no. 29 contains words
related to the inheritance (”child”, ”adult”, ”inheritance”, ”testator” etc.). The NMF
method does not contain these words at all in the most coherent model. Logically, this
may be caused by the fact that the model has a third smaller number of topics all together
but furthermore not even the 30 topics NMF model contains this topic. If we look at the
30 topics NMF model, we can see that a higher number of topics means more general
or even interchangeable topics (for example topics no. 15 and no. 16). At the same time,

3https://radimrehurek.com/gensim/.
4https://github.com/tm-czech-supreme-court/lda-nmf-models
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Figure 1. Comparison of CV coherence scores for LDA and NMF models

NMF and LDA model differs in tendencies towards more substantive (LDA) or more
procedural (NMF) topics. Both of these approaches can be used in practice, as lawyers
research case law focusing on both procedural and substantive aspects. As such, these
deserve specific consideration within the subsequent expert-user evaluation.

Similarly, there are differences between models related to civil law and criminal law
Supreme Court decisions. The NMF 20 and 30 topics models tend to cluster criminal
law terms into a few main topics without further distinction, on the other hand, the 30
topics LDA model tends to contain more criminal law topics with finer distinction. The
20 topics NMF model contains 3 criminal law topics, the 30 topics NMF model contains
4 criminal law topics and the LDA 30 topics model contains 5 purely criminal topics.

5. Conclusion and Future Work

Quantitative results show that CV coherence score for all models is relatively high and
that both methods provide relatively meaningful and coherent legal topics. NMF models
generally score higher in CV coherence score, while LDA models appear to provide
more details and specific topics. Qualitative analysis of results also shows that NMF
models are better at identification of procedural topics, while LDA models are better at
identification of substantive topics. This suggests that ability to use these models to allow
better information retrieval is goal-specific.

This short paper is part of larger project, our future work requires extensive expert-
user evaluation to identify whether results of our initial quantitative and qualitative anal-
ysis of LDA and NMF models are supported by expert-user experience. The expert-user
evaluation will include topics identified by both LDA and NMF models and expert-users
will be tasked to identify which topics describe the specific court decisions more accu-
rately.
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