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Abstract
Over the last years, the rise of novel
sentiment analysis techniques to assess
aspect-based opinions on product reviews
has become a key component for provid-
ing valuable insights to both consumers
and businesses. To this extent, we pro-
pose ATE ABSITA: the EVALITA 2020
shared task on Aspect Term Extraction and
Aspect-Based Sentiment Analysis. In par-
ticular, we approach the task as a cas-
cade of three subtasks: Aspect Term Ex-
traction (ATE), Aspect-based Sentiment
Analysis (ABSA) and Sentiment Analysis
(SA). Therefore, we invited participants to
submit systems designed to automatically
identify the ”aspect term” in each review
and to predict the sentiment expressed for
each aspect, along with the sentiment of
the entire review. The task received broad
interest, with 27 teams registered and more
than 45 participants. However, only three
teams submitted their working systems.
The results obtained underline the task’s
difficulty, but they also show how it is pos-
sible to deal with it using innovative ap-
proaches and models. Indeed, two of them
are based on large pre-trained language
models as typical in the current state of the
art for the English language. (de Mattei et
al., 2020)
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1 Introduction and motivation

Leaving comments and reviews on the Web has
become a common practice for users to express
their opinions about products, experiences, and
more. Thus, companies need to deal with in-
creasingly large amounts of textual data, which
can be useful to identify their products’ strengths
and weaknesses. However, the automatic analy-
sis of reviews poses numerous problems related
to its processing. First of all, reviewers often use
informal language, with a wide variety of collo-
quialisms and contractions, which make review
analysis through lexicon-based techniques diffi-
cult. Second, automatically identifying aspects of
the product within a sentence is not easy, due to the
intrinsic subjectivity in the definition of ”aspect”.
These issues have already been addressed in the
area of Text Mining and Sentiment Analysis. Re-
cently, the sentiment analysis and opinion mining
tasks have seen a surge in interest, thanks to the
large quantity of data available for analysis and the
new natural language processing techniques based
on language models such as BERT (Devlin et al.,
2019) and GPT (Radford et al., 2019). Thus, we
proposed the ATE ABSITA: the EVALITA 2020
(Basile et al., 2020) shared task on Aspect Term
Extraction and Aspect-Based Sentiment Analysis.

Sentiment Analysis (or Opinion Mining) is the
task of identifying what the user thinks about a
particular element. It often takes the form of a
classification task with the purpose of annotating a
portion of text with a positive, negative, or neutral
label. Aspect-based Sentiment Analysis (ABSA)
is an evolution of Sentiment Analysis that aims



at capturing the aspect-level opinions expressed
in natural language texts (Liu, 2007). Very of-
ten, the ABSA task is performed on a set of as-
pects defined a priori, limiting its applicability in
the real scenario. Aspect Term Extraction (ATE) is
the task of identifying ”aspect term” in a text with-
out knowing a priori the list that contains it. Ac-
cording to the literature definition, a term/phrase
is considered as an aspect when it co-occurs with
some “opinion words” that indicate a sentiment
polarity on it (Pontiki et al., 2016a).
At the international level, SemEval, the most
prominent evaluation campaign in the Natural
Language Processing field, provided in 2014 SE-
ABSA14 (Pontiki et al., 2014) a benchmark
dataset of reviews in the English language for the
ABSA task. Given a set of sentences with pre-
identified entities (e.g., restaurants), the task was
about identifying the aspect term occurring in the
sentences and returning a list containing all the
distinct aspect term. It was then asked for all re-
trieved aspect term to determine whether the po-
larity of each of them was positive, negative, neu-
tral, or conflict. The same task was replicated in
2015, 2016, consolidating the four subtasks of SE-
ABSA14 (Pontiki et al., 2014) within a unified
framework. Besides, SE-ABSA15 (Pontiki et al.,
2016b) included an out-of-domain ABSA subtask,
involving test data from a domain unknown to the
participants.
ABSA is not a novel task at EVALITA. A first edi-
tion was proposed at EVALITA 2018 by (Basile et
al., 2018). The task was subdivided into two sub-
tasks: Aspect Category Detection (ACD) and As-
pect Category Polarity (ACP). The first was about
the identification of categories mentioned into the
review, knowing the categories a priori. The lat-
ter was about the detection of the polarity of the
opinion of the user about the previous detected
categories. However, it bears some similarities
with at least other two tasks from the previous edi-
tions of the campaign. SENTIPOLC (Basile et al.,
2014), featured in the 2014 and 2016 editions of
EVALITA, is a shared task on the polarity clas-
sification of social media content. The other is
NEEL-it (Basile et al., 2016), held at EVALITA
2016. NEEL-it is the task of Named Entity Recog-
nition and Linking, that is, the task of identifying
the spans of an input text that refer to named en-
tities, and linking them to entries in a knowledge
base, e.g., pages of Wikipedia.

aspect term Positive Negative
mantenere la
temperatura

1 0

costruzione 1 0

Table 1: Examples of Aspect-Based Sentiment
Analysis annotations.

2 Definition of the Task

We define the ATE ABSITA task as a cascade of
three subtasks: Aspect Term Extraction (ATE),
Aspect-based Sentiment Analysis (ABSA), Sen-
timent Analysis (SA).
For example, let us consider the sentence describ-
ing a review of a metallic bottle:

La borraccia termica svolge egregiamente il
proprio compito di mantenere la temperatura,

calda o fredda che sia. La costruzione è ottimale
e ben rifinita. Acquisto straconsigliato!

The thermal water bottle does its job very well to
keep the temperature, whether hot or cold. The

construction is optimal and well finished.
Purchase highly recommended!

In the Aspect Term Extraction (ATE) task,
one or more ”aspect term” mentioned in a
sentence are identified, e.g. mantenere la
temperatura (keep the temperature)
and costruzione (construction) in the
sentence. Given a sequence X = x, ..., xT of
T words, the ATE task can be formulated as a
token/word level sequence labeling problem to
predict an aspect label sequence Y = y1, ..., yT ,
where each yi comes from a finite label set
Y = B, I,O which describes the possible aspect
labels (begin, inside, outside). An example of
ATE annotation is provided in Fig. 1.

In the Aspect-based Sentiment Analysis
(ABSA) task, the polarity of each expressed aspect
is recognized, e.g. a positive category polar-
ity is expressed concerning the mantenere la
temperatura aspect. The two labels are not
mutually exclusive: in addition to the annotation
of positive aspects (POS:true, NEG:false) and neg-
ative aspects (POS:false, NEG:true), there can be
aspects with mixed polarity (POS:true, NEG:true),
or neutral polarity (POS:false, NEG:false). An ex-
ample ot ABSA annotation is showed in Tab. 1.

In the Sentiment Analysis (SA) task, the po-
larity of the review is provided. In particular, we



Figure 1: Result of the ATE annotation.

decided to use the score left by the user at the item
as the polarity value. It is defined as an integer
number within the [1..5] range. An example is pro-
vided in Tab. 2.

Review Score
La borraccia termica svolge egregiamente
il proprio compito di mantenere la temper-
atura,calda o fretta che sia. La costruzione è
ottimale e ben rifinita. Acquisto straconsigliato!

5

Table 2: Example of Sentiment Analysis polarity
annotation on the whole sentence.

In the ATE task here described, the set of as-
pects is not defined in advance, and the task it-
self is formalized as a Sequence Labeling task.
The ABSA task can, instead, be formalized as a
multi-class classification task. Finally, the Senti-
ment Analysis is considered as a regression task.
For each review, participants will be asked to re-
turn a vector of aspects, a vector of aspect:polarity
pairs, and a review:score pair. Two binary polar-
ity labels are expected for each aspect: POS and
NEG, indicating a positive and negative sentiment
expressed towards a specific aspect, respectively.
The participants may choose to submit each of the
three subtasks independently.

3 Dataset

The data source chosen for creating the datasets is
an eCommerce platform famous worldwide. The
platform allows users to share their opinions about
the items that they bought through a textual re-
view and a final score of satisfaction. Therefore,
the website provides a large number of reviews in
many languages, including Italian (Fig. 2). We
have collected 4364 real user reviews, written in
the Italian language, involving 23 products. The

training, dev and test sets will be randomly gen-
erated in the following ratios: 70% training, 2.5%
dev, 27.5% test set. This means that the test set
will be not out-of-domain. The items cover very
different domains of use. In particular, the ex-
isting objects refer to: SD Memory Cards, Irons,
Water Bottles, Action Cameras, Razors, Phones,
Printer Cartridges, Coffee Capsules, Backpacks,
Hair Dryers, 2 different Movies, 2 different Books,
Toy Phones, Car Light bulbs, Sweatshirts, Boots,
Fans, Storage Chest, Shoe Cabinets, Personal Dig-
ital Assistants, TV streaming boxes/sticks. A por-
tion of the collected data has been manually an-
notated by three different subjects. Then, we
measured the inter-annotator agreement metric as
the value of quality of all the annotations. In par-
ticular, we obtained a score of 73.2% over 100
reviews. Thanks to the good score, we decided
to continue the annotation process by annotating
each review individually (i.e. one annotator per
review). At the end of the annotation process, we
obtained the gold annotated dataset. We randomly
split the gold dataset to create a training/valida-
tion/test partition of it.

We do not provide any unique ID that could be
used to retrieve more information about the writ-
ers. Consequently, we do not violate copyrights
and/or we do not have privacy issues. Further-
more, in order to avoid harming the interests of the
manufacturers, we do not disclose any information
about the specific items for which the reviews have
been issued.

The data format used is NDJSON 1 with UTF-8
encoding and newline as delimiter. Note that some
reviews may not contain any aspect, but the final
review score is always available. An example of

1http://ndjson.org/



Figure 2: Example of a review about a TV streaming box/stick.

{"sentence":"L’attore...e le musiche indimenticabili", "id_sentence":"4c0b","score":5,
"polarities":[[0,0],[1,0]], "aspects_position":[[2,8],[16,23]], "aspects":["attore","musiche"]}
{"sentence":"Schermo guasto dopo appena due settimane,...","id_sentence":"4e1671","score":1,
"polarities":[[0,1]],"aspects_position":[[0,7]],"aspects":["Schermo"]}
{"sentence":"Ottimo telefono belle foto","id_sentence":"4eca9d08","score":4,"polarities":[[1,0]],
"aspects_position":[[22,26]],"aspects":["foto"]}

Figure 3: Example of NDJSON dataset records.

annotated data is provided in the code reported in
Fig. 3.

4 Annotation Schema

This section describes the protocol that will be
used to annotate the datasets for the three subtasks.
The objective of this protocol is to get a reasonably
objective definition of the characteristics of an as-
pect term. Due to the highly subjective nature of
aspects, it does not encompass all conceivable as-
pect term. We define an aspect term as:

(a) An attribute (characteristic, property, fea-
ture, quality) of the object itself; (b) a tangible or
abstract part of the object, for which an opinion
can be inferred from the review; (c) the activities
that the object is able (or not able) to perform; (d)
the object’s ability to be suitable for certain cate-
gories of people.

Judgment can be assigned in three ways: 1. Di-
rectly: the aspect term occurs with an opinion term
(i.e., “la durata della batteria è ottima”); 2. Indi-
rectly: the judgment about the product is transitive
to a quality or part of the object. In other words, if
an opinion is expressed about the object itself, and
it is then stated for which characteristic the judg-
ment is applied, these characteristics are annotated
as an aspect term (i.e., “questo telefono è ottimo,
soprattutto per la durata della batteria”); 3. De-
ductible: the opinion is not expressed directly but
it is inferable from the review or from the knowl-

edge of the reference domain.

The aspect term must represent the product
characteristics, but it cannot represent a concept
that is larger than the product itself. An aspect
term does not identify opinions regarding ele-
ments external to the object, such as: (a) The ship-
ment (it is not an intrinsic property of the object);
(b) the company that produced them, the series to
which the product belongs or other products with
which the object is compared; (c) the elements that
refer to the action of purchasing the item; (d) the
elements that refer to the customer care. More-
over, in the case of aspect term composed of sev-
eral words, all the words that make up the aspect
term must be contiguous. In case they are sepa-
rated by one or more words that are not part of
the aspect term, the whole expression is discarded.
More details and example of annotations are avail-
able on the task website2.

5 Evaluation measures and baselines

We evaluate the three subtasks (ATE, ABSA and
SA) separately by comparing the results obtained
by the participant systems on the gold standard an-
notations of the test set.

For the ATE task, we compute Precision, Recall

2http://www.di.uniba.it/˜swap/ate_
absita/examples.html



and F1-score defined as:

F1a =
2PaRa

Pa +Ra
(1)

In order to account for both exact and partial
matches of aspect term, we define Precision (Pa)
and Recall (Ra) as:

Pa = |Sa∩Ga|+0.5∗|PARa|
|Sa|

Ra = |Sa∩Ga|+0.5∗|PARa|
|Ga|

(2)

Here, Sa is the set of aspect term annotations that
a system returned for all the test sentences, Ga

is the set of the gold (correct) aspect term anno-
tations and PARa is the set of partial matches
(predicted and gold aspect term have some over-
lapping text). For instance, if a review is la-
beled in the gold standard with the two aspect term
Ga = {costruzione,mantenere la temperatura},
and the system predicts the two aspects Sa =
{costruzione, temperatura}, we have that |Sa ∩
Ga| = 1, |PARa| = 1, |Ga| = 2 and |Sa| = 2,
so that Pa = 1.5

2 = 0.75, Ra = 1.5
2 = 0.75 and

F1a = 1.5
2 = 0.75. For the ATE task, we con-

sidered a simple baseline approach which consid-
ers every name entity as an aspect term. The al-
gorithm is based on a Name Entity Recognition
(NER) annotation obtained through the SpaCy 3

tool on the Italian model ’it core news sm’. The
implementation of the baseline on the training set
is available as a Python3 Notebook on our website.

For the ABSA task (Task 2), we evaluate
the entire chain, thus considering both the as-
pect term detected in the sentences together with
their corresponding polarities, in the form of
(aspect, polarity) pairs. We again compute Pre-
cision (Pp), Recall (Rp) and F1-score (F1p) de-
fined as following:

F1p =
2PpRp

Pp +Rp
(3)

Pp =
|Sp∩Gp|+0.5∗|PARp|

|Sp|

Rp =
|Sp∩Gp|+0.5∗|PARp|

|Gp|

(4)

Where Sp is the set of (aspect, polarity) pairs
that a system returned for all the test sentences,
Ga is the set of the gold (correct) pairs annotations
and PARp is the set of (aspect, polarity) pairs

3https://spacy.io/

with a partial match. For instance, if a review is
labeled in the gold standard with the pairs:
Gp = {(mantenere la temperatura, POS),
(costruzione, POS)},
and the system predicts the three pairs
Sp = {(temperatura, NEG), (costruzione, POS),
(acquisto, POS)},
we have that |Sp ∩ Gp| = 1, |PARp| = 0 ,
|Gp| = 2 and |Sp| = 3 so that Pp = 1

3 , Rp = 1
2

and F1p = 0.4. As a baseline for the ABSA task,
we decided to assign the most frequent polarity
class (i.e. the positive one) to each aspect found
by the baseline strategy for Task 1.

To evaluate the SA task (Task 3), we compute
the Root Mean Squared Error (RMSEw) between
the scores predicted by the participant systems and
those found in the gold dataset. For this task, we
employed three different baselines. The first pre-
dicts the most frequent value in the training set:
5. The second predicts the average value of the
scores found on the training set (4.46299). The
third one uses AlBERTo (Polignano et al., 2019)
as an approach to develop a Regression task.

6 Task statistics

The task has generated great interest in the scien-
tific community. We obtained 27 registered teams,
for a total of 45 separate participants. Neverthe-
less, the difficulty of the task discouraged many
of them. At the end of the evaluation phase, we
obtained 8 submissions from 3 different teams.

7 Submitted systems

The three teams participating in the task are the
following:

• A2C (Rosa and Durante, 2020): the
team is composed of two members of the
App2Check company, who developed a clas-
sification model based on state-of-the-art lan-
guage models. In particular, they investi-
gate the ATE task through the use of four
different configurations of language models:
1. Native Italian pre-trained language mod-
els, with no specific NER fine-tuning and
3. with NER fine-tuning; 2. Multilingual
pre-trained language model, with no spe-
cific NER fine-tuning and 4. with NER
fine-tuning. For the first and the third con-
figuration, they considered dbmdz/bert-base-



italian-xxl-uncased4 and GilBERTo5. For the
second configuration, they considered two
implementations of RoBERTa: xml-roberta-
large3 (Conneau et al., 2019), xml- roberta-
base4 (Liu et al., 2019), and multilingual
BERT (Pires et al., 2019). The xlm RoBERTa
Large multilingual model was chosen as the
competition model. The ABSA task has
been performed by fine-tuning a multilingual
BERT model in order to assign the polarity
label to each portion of text that contains at
least one previously detected aspect. Simi-
larly, the SA task has been approached using
a multilingual BERT model on a 1 to 5 sen-
timent scale. The system submitted by the
A2C team obtained the best results overall.

• SentNa (Francesco Mele and Vettigli, 2020):
the authors proposed a hybrid model that
joins rule-based and machine learning
methodologies in order to combine their
respective advantages. The main idea for
dealing with the ATE task is to identify a
set of plausible aspects via some predefined
rules. Then, a classifier is used to filter
out the wrong candidates. The rules are
defined on POS-Tagging patterns. The
authors defined a set of about 3000 rules.
The sentiment analysis problem has been
solved by building the features representing
the text using n-grams, and adding a set of
features annotated in SenticNet (Cambria et
al., 2010). Then, a regressor composed of
800 Decision Trees with 4 layers has been
trained using Gradient Boosting. The final
prediction is computed by averaging the
output of each tree.

• ghostwriter19 (Bennici, 2020): the team
composed of one member of the YouAre-
MyGuide Company proposes a solution
based on mixing transfer learning, zero-shot
learning (Brown et al., 2020), and ONNX6,
in order to access the power of BERT while
using limited resources. In order to deal
with the ATE and ABSA tasks, the author
uses the AlBERTo (Polignano et al., 2019)
language model and an auto training system

4https://github.com/dbmdz/berts
5https://github.com/idb-ita/GilBERTo
6https://microsoft.github.io/

onnxruntime/

Table 3: Final results obtained by the participants
for the ATE sub-task.

Pos. Team Name F1 score
1 A2C 0.68222
2 ghostwriter19 0.53986
3 SentNa 0.34027
4 Baseline-Name Entities 0.2556

Table 4: Final results obtained by the participants
for the ABSA sub-task.

Pos. Team Name F1 score
1 A2C 0.61878
2 ghostwriter19 0.49935
3 SentNa 0.28632
4 Baseline-Positive pol. 0.20000

such as Ktrain7 for fine-tuning the system. At
this point, the model has been exported with
ONNX in maximum compatibility mode with
the original. The optimization options have
been set to a minimum for CPU usage. The
performances have remained unchanged, but
the speed of inference has significantly im-
proved. For the sentiment analysis task, the
author uses a zero-shot learning strategy as a
way to make predictions without prior train-
ing. In particular, he reuses the embedding of
AlBERTo for encoding the sentence and a Bi-
LSTM as classification model to predicting a
class from 1 to 5.

8 Discussion of results

The results in tables from 3-5 show the optimal
performances of the system developed by the A2C
team, which obtained first place in all three sub-
tasks. The use of pre-trained language models has
proven to be the winning strategy. In particular,
the differences between the results of A2C and
ghostwriter19 show how a large RoBERTa model
can strongly outperform a smaller language model
such as AlBERTo, even though the latter has been
specifically trained on the Italian language. This
result was expected, since the ALBERTo baseline
also obtained low results. We hypothesize that
the difference in style between the tweets that were
used to train ALBERTo and the reviews contained
in this dataset are a significant factor in the low ap-
plicability of this model. Additionally, the results
obtained by the A2C system also show that pre-

7https://github.com/amaiya/ktrain



Table 5: Final results obtained by the participants
for the SA sub-task.

Pos. Team Name RMSE
1 A2C 0.66458
2 SentNa 0.79533
3 ghostwriter19 0.81394
4 Baseline-Average Score 1.00409
5 Baseline-AlBERTo 1.08063
6 Baseline-Most Freq. 1.12822

training the language model for the Named Entity
Recognition (NER) task is also useful for identify-
ing aspect term. This is due to the fact that aspect
term share some properties with named entities.
For example, they are often configured as a noun,
an adjective, or a combination of both.

The results obtained by SentNa are also inter-
esting. Their model, which is based on decision
trees, has obtained a good final score for the SA
task. This confirms the findings obtained in ear-
lier Sentiment Analysis tasks in Italian campaigns
such as EVALITA, which already demonstrated
that techniques such as Decision Trees, Random
Forests, and SVD can be effective solutions to this
task. Nevertheless, the SentNa system demon-
strates that an enriched encoding of the sentences,
including lexical features such as polarity value,
attention, pleasantness, and sensitivity of its com-
posing n-grams, can support a more accurate pre-
diction of the whole sentence polarity.

9 Conclusion

In the ATE ABSITA task at EVALITA 2020, we
focused the attention of research groups that work
on computational linguistics for the Italian lan-
guage on the problem of analyzing user reviews.
Specifically, we subdivided the problem into three
parts: Aspect Term Extraction (ATE), Aspect-
Based Sentiment Analysis (ABSA), Sentence Sen-
timent Analysis (SA). In the ATE task, the goal
was to identify one or more “aspect term” dis-
cussed in the review. The second task was about
identifying the sentiment evoked by the user while
talking about a specific aspect (ABSA). Finally,
we asked participants to identify the polarity asso-
ciated with the entire review (SA). The dataset we
released has been collected from a world-famous
eCommerce platform. In particular, we extracted
and manually annotated 4364 real user reviews,
written in the Italian language, about 23 differ-
ent products. Although the results obtained by

the systems that participated in the task are very
close to those available in the English language
literature, the F1 scores for the ATE and ABSA
subtasks demonstrate its complexity. It is evident
that an F1 score of about 0.60 generates a non-
negligible margin of error of prediction. The di-
versity in terms, linguistic expressions, and in the
physical characteristics of the products themselves
makes the automatic extraction of ”aspect term” a
task that is far from being resolved. This com-
plexity can also explain the low number of par-
ticipants. It is easy to see a substantial discrep-
ancy between the number of people enrolled in the
task and those who have proposed a solution for
it. In our opinion, this is caused by the difficulty
in addressing the problem with the current natural
language analysis techniques. However, this also
means that there is still a wide margin for improve-
ment in this area, and that this problem can be ad-
dressed again in the next edition of EVALITA. We
firmly believe that extracting fine-grained opinions
from user reviews can be a great asset for improv-
ing products, processes, and software systems.
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