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Abstract. We provide an interactive method for knowledge acquisitiombin-
ing approaches from description logic and formal concepatyeis. Based on
present data, hypothetical rules are formulated and cheaffainst a description
logic theory. We propose an abstract framework (Logical BionExploration)
for this kind of exploration technique before presentingaarete instantiation:
Relational Exploration. We give a completeness result andige an overview
about some application fields for our approach: machineniegy data mining,
and ontology engineering.

1 Introduction

A plethora of research fields is concerned with the questidinding specifications fo
a given domain. Research areas like machine learning,draqattern discovery, @n
data mining in general aim at extracting these descriptiothe basis of (examplary o
complete) data sets — following the Aristotelian paraditirat every conceptualizatio
has to start from entities actually present. Other appreadhtend to deduce thes
specifications from pre-specified theories — being somehore ilatonic by assumgn
the primacy of abstract ideas. The latter is the usuadius operand.g. in descriptio
logic or theorem proving.

We reconcile these two antagonistic approaches by contpiaghniques from tav
fields of knowledge representation: description logic (Rhj formal concept analigs
(FCA).

In our work, we use DL formalisms for defining FCA attributesda=CA exple
ration techniques to obtain or refine DL knowledge reprextént specifications. Mer
generally, DL exploits FCA techniques for interactive kieglge acquisition and T
benefits from DL in terms of expressing relational knowledge

In most cases, the process of conceptually specifying a siocaanot dispensefo
human contribution. However, although all information dee in order to describa
domain is in general implicitly present in an expert’s knetgde, the process of exptic
formal specification may nevertheless be tedious and aa@Big. Moreover, it migh
remain unclear whether a specification is complete, i.eethdr it covers all valid state
ments about the domain that can be expressed in the chosgficgpion language.

* This work has been supported by the European Commissiorr gnd&ract IST-2006-027%50
NeOn, and by the Deutsche Forschungsgemeinschaft (DF@) timel ReaSem project.



Hence, we provide a method — called Relational Exploratii)(— that organize
and structures the specification process by successividlygasingle questions to &
domain expert in a way which minimizes the expert’s effant§articular, it does rno
ask redundant questions) and guarantees that the ressiftéaification will be com
plete in the sense stated above. To present our work, whivkrgkze the results fro
[1] and [2], we will proceed as follows: Section 2 providesengral framework fo
this kind of procedure, called Logical Domain Exploratidm.Section 3, we showtl
sketch the FCA basics necessary for our work and give an mveabout attribute ex
ploration. Section 4 introduces the notions from desaiplbgics needed in this wir
In Section 5, we establish the correspondence between Dlelsmadd certain fora
contexts, which enables us to apply FCA to DL. In Section ,Ri algorithm is de
scribed in detail. Section 7 shows certain completenesgepties of the knowleds
acquired via RE. Section 9 displays direction for furtherkvén Section 8, we disciss
our results and consider in which fields the presented tgdergould be applied.

2 The Epistemic Framework:
Logical Domain Exploration

Before engaging into the technical details, we sketch the overall setting for eur ap
proach, which helps conveying the underlying idea and ifleny the contributiry
components. Doing this on an abstract level, we also givepanmunity to relate alte
native approaches. This framework will be called Logicahizdn Exploration.

Let A be the considered domain of interest the elements of whichvilecall
(DOMAIN) INDIVIDUALS . Let £ be a language the elements of which are catled-
MULAE. We write A = ¢ in order to state for a formula that it is valid in the domau.
Moreover let the setting be well-behaved in the way that velwenA = ¢ is nottrue,
there is a finite individual se’ C A witnessing this (we then writé' 1 ¢ and sayl”
SPOILS).

— The EXPERTis supposed to be “omniscient” wrt. the described domainthosl
able to answer any question about it. In particular, he knfovall ¢ € £ ard
I' C A whetherA = ¢ and whether” { . Mostly, a human or a group of human
will take the role of the expert.

— The TERMINOLOGY consists of a theoryf’h C £7 about the domain consistin
of axioms in some languag@”’ D £ and a reasoning functionality, i.e. foryan
statement € £7 it can be decided whethdfh entailsp.!

— TheDATA consists of a set of known or recorded individuRlss A and is endowa:
with a special querying capability, i.e., a procedure pding for anyy € £ a st
I' C Dwith I' t o if there exists one.

— The SCHEDULERcan be conceived as an automated procedure initiating and co
ordinating the "information flow”. It links the other systecomponents by askin
guestions, processing answers, and assuring that in thalekdowledge is ac
quired to quickly decide for any € £ whetherA = .

1 Hereby, entailment is as usual defined in a model-theoredic @ is said to entailp if any
domainA wherein all formulae ofl'h are valid also satisfied = .



The system will operate as follows: We start with a (corredtib general incom
plete) terminological theorfh C {1 € L7 | A |= v} anddat&D C A. The sched@r
now comes up with hypothetical formulae. Every such hypitbeformulap € £ is
passed both to the terminology and the data. The reasonimigsef the terminoloyg
component checks whetheris entailed byTh. The data is queried for a spoiler of
Since — due to the starting conditions — the theory is consistent with the datatwe g
three disjoint possible results:

— p is entailed byTh. In this casey is valid in A, which will be responded to ¢
scheduler.

— I" € D spoilsg. Then,p is not valid inA and the scheduler will be provided Wit
this negative answer.

— Neither of the previous cases occurs. Then, the currenifggion leaves rom
for either possibility and the domain expert will have to tsked this about’s
validity in question. If he confirms the validity ¢f in A, it will be added toTh. If
he denies it, he has to provide a spoilefor ¢, which is then added to the data.

Note that querying the data and questioning the terminatagybe done in either oed
or even in parallel. After finishing the procedure every fatany € £ will either be
a consequence of the resulting (updated) terminology obeagxcluded via a spoile
presentin the data (updated) data. The distinction betwggme EXPLORATION LAN-
GUAGE) and£7 (the TERMINOLOGICAL LANGUAGE) is motivated by the assumptio
that in most cases not all terminologically expressibleoms will be of interest bu
only those of a certain shape.

In the next chapters, we come down to an instance for the quishj describé
framework for logical domain exploration: Relational Eagdtion.

3 Formal Concept Analysis

In our instantiation, the scheduler’s task will be carried by an extension of theta
tribute exploration algorithm well established in FCA. $hiecessitates to briefly intro
duce some basic FCA notions. We mainly follow the notatidroituced in [3] beig
thereference for FCA theory.

The basic notion FCA is built on is that of a formal contexisla common claim
in FCA that any kind of grounded data can be representedsniay.

Definition 1. A FORMAL CONTEXT K is a triple (G, M, I) with an arbitrary setG
(calledoBJECTY, an arbitrary setM (calledATTRIBUTES), and a relationl C G x M
(calledINCIDENCE RELATION). We readyI'm as: “object g has attributemn.” Further-
more, letg! := {m | gIm}.

The central means of expressing knowledge in FCA is via icafibns. Thus,n
terms of the general framework from Section 2 the underlyamguage consistsfo
implications on a fixed attribute set of atomic propositions

Definition 2. Let M be an arbitrary set. ADMPLICATION on M is a pair (4, B) with
A, B C M. To support intuition, we writel — B instead of( A, B). A— B HOLDSIn



a formal contexiK = (G, M, I), if forall g € G we have thatd C ¢’ impliesB C g'.
We then writK = A — B.

For C € M and a se of implications onM, let C” denote the smallest set Wit
C C C? that additionally fulfills

AcCcCt implies BcCC!

for every implicationd — B in 3.2 If C = C”, we callC J-CLOSED. We sayJ ENTAILS
A—-Bif BC A%3

An implication se will be calledNON-REDUNDANT, if for any (A — B) € J we
have thatB ¢ A7\{A—5}

An implication sef of a context will be calledcoMPLETE, if every implicatio
A— B holding inK is entailed byJ.

J will be called animpLICATION BASE of a formal contexK if it is non-redundat
and complete.

Note that implication entailment is decidable in lineardifp]). Therefore, know
ing a domain’s implication base allows fast handling of itsole implicational theor.
Moreover, for every formal context, there exists a candrnimplication base ([5]).

The attribute exploration algorithm our work is based on ing/®duced in [6]. De
to space reasons, we omit to display it in detail and refereader to the literature.

Essentially, the following happens: the domain to explerf®imalized as a forad
contextK = (U, M, I). Usually, it is not known completely in advance. Howeverspo
sibly, some entities of the univerges U are already known, as well as their assodate
attributesg’.

The algorithm now starts presenting questions of the form

“Does the implicationd — B hold in the contexK = (U, M, I)?”

to the human expert. The expert might confirm this. In thiecas— B is archivel
as part ofK’'s implicational baseiB. The other case would be thdt— B does no
hold in (U, M, I). But then, there must exist@ac U with A € g/ andB ¢ ¢'. The
expert is asked to input thisandg’.* The procedure terminates when the implicasibn
knowledge of the universe is completely acquired, i.e. itmgications of the forral
context built from the entered counterexamples coincidb thiose entailed bys.

Inthe approach presented here, we will exploit the capgiofiattribute exploratio
to efficiently determine an implicational theory. Notwithsding, we extend the unde
lying language from purely propositional to certain DL expressions beimgdducel
in the next section.

2 Note, that this is well-defined, since the mentioned propeere closed wrt. intersection.

3 Actually, this is a syntactic shortcut. Yet, it can be eas#égn that this coincides with the asu
entailment notion.

4 Referring to the general framework we mention that in thiscigl case the spoiler (cafle
counterexample) is always a singleton et} t A— B.

® There exist already other language extensions, e.g. to-ldgia with a bounded variable e
see [7].



4 Description Logic

We recall basic notions from DL, following (and recommergdfor further readiny
[8].

Unlike the way DL is normally conceived, we use DL expressitmdescribe 0
specifyone particular, fixedlomain.

Thus, we will start our considerations by formally definirng tkind of relatioal
structure that we want to “talk about.”

Definition 3. AnINTERPRETATIONfoOr a setA of (PRIMITIVE) CLASS NAMESanda
setR of ROLE NAMES s a pairZ = (A%, (.)?) whereA” is some set and ) is a
function mapping class names to subsetdbfand role names to subsetsAf x AL,

Verbally, for some primitive class nam¥, AZ provides all members of that ckas
and for some role nanig, R? yields all ordered pairs “connected” by that role.

The DL languages introduced here provide constructorsdfinithg new concgt
descriptions out of the primitive ones. Table 1 shows thasesttuctors, their interpr
tation (as usual defined recursively), and their availaédiin the description log&
considered here.

=) WIW

QLN

name interpretation U LN

A atomic concept AT x [ x| x| x
T universal concept AT XX | X[ %
i bottom concept 0 X | X [x[%
—-A  |atomic negation AT\ AT X
C M D|conjunction cTnp? x| x| x| x
VR.C |value restriction {6 Ve: (6,¢e) e RT — ee CT}|x| [x]|x
3R.C |existential quantificatioffd | Je : (5,¢) € R Ae e CT} | [x[x|x

Table 1.syntax and semantics of the DLs considered in this paper

In the sequel, we will in general speak of a description |dQi¢ if the presentd
result or definition refers to arpL € {F Ly, EL, FLE, ALE}.

Definition 4. LetZ be an interpretation an@’, D be DL concept descriptions. Weysa
C IS SUBSUMED BYD in T (written: C Tz D) if CZ C DZ. This kind of subsumptio
statements is also calle&BENERAL CONCEPT INCLUSION AXIOM(GCI). Moreover, v
sayC andD are EQUIVALENT in Z (written: C =7 D) if CZ = DZ.

5 Subsumptions as Implications

Combinations of FCA and DL have already been described ieraépublications, g.
in [9], [10], and [11]. Our approach is motivated by [9] inabfs we use the sameya
of transferring a DL setting into a formal context by considg the domain individula
as objects and DL concept expressions as attributes.



Definition 5. Given an interpretatiorZ = (AZ,(.)%) and a setM of DL concept
descriptions, we define the corresponding-CONTEXT

K* (M) := (A%, M, )
where§IC <= § € CZ, forall § € AZ andC € M.

The observation in the next theorem — though easy to see ddgatfor applyirg
attribute exploration for the intended purpose.

Theorem 1. Let J be an arbitrary interpretation and&? (M) a correspondingDL-
context. Then for finit€, D C M, the implication

C—-D

holds inKZ (M) if and only if®

[ec[ |

In the sequel, we will exploit this correspondence in thédofeing way: employ
ing the FCA exploration method allows us to collect all imf@tion that is valid ima
(not explicitly given) interpretation and can be expresbgd>L subsumptions wit
restricted maximal role depth

6 The Relational Exploration Algorithm

The algorithm we present here is an iterative one. In eaghteeemaximal role dept
of the considere®L concept descriptions will be incremented by one. In each, ste
the results from previous steps will be exploited in sevesa/s.

In the worst case, the time needed for the attribute exptoratigorithm is expe
nential with respect to the number of attributes. Thus, éssential to see how thets
of attributes can be reduced without losing completeness.

The first exploration step is aimed at clarifying the implicaal interdependencse
of DL concept descriptions with quantifier depth 0. Thereforerales occur yet ath
we start with

u o [T UTASA | A€ A} it DL = ALE
Tl {LIuA otherwise.

In the actual exploration step — the interview-like proaeddescribed in Sectio®
—takes place with respect to the conté¥t = KZ (M, ). Every hypothetical implicatio
A— Bfor A, B C M; presented to the expert has to be interpreted as questiah abo
the validity of[].4 Cz []8, and will be passed to the “answering components” a
described in Section 2.

® We usg1{C1, ..., C,} to abbreviateZ; M...MC,,. Moreover, le{ [{C} := C and[ {0} :=
T.
" As usual, a concept description’s role depth indicates hegpdjuantifiers are nested in it.



The exploration step ends up with an implication baS;, which — as we wi
prove in Section 7 — represents the complete subsumptiomatlikdge of the consid
ered domain up to role depth

For the next exploration step — incrementing the considexieddepth — we havet
stipulate the next attribute s&f; . In case of the concept descriptions precededby a
existential quantification, the previously acquired implication H&8e can be usedt
reduce the number of attributes to consider, keeping thepteiemess property.

M1 := My
U{VR.C|R € R,C € M}
U{3R.[]C|R € R,C =C®, 1 ¢ C}

If consideringE L or F Ly, simply discard the second resp. third line from the-defi
nition. In addition to minimizing the cardinality d¥/; 1, we can accelerate the explo
ration process by providing implications di,,, that are already known to be vali
These are the following:

—{L} =My,

—{(A)iy1 | A € A} = {(B);+1 | B € B} for every implication4 — B from J%8;
(i.e., translat®all known implications from\/; into M;_ 1),

— {VR.A | A € A} —+{VR.B | B € B} for every implication4d — B from J8,,

— {3R.[ 1A} — {3R.[ ] B} for all 3B;-closed sets4, B C M, with A C B where
there is ndi*B,-closed se€ with A C C C B, and

- {3R.[]A,VR.A} — {3R.[|(A U {A})?®:} for everyIDB,;-closed setd C M; \
{A} and every concept descriptidne M;.

With this attribute sef\/;; and the a-priori implications we start the next explo
ration step.

In theory, this procedure can be continued to arbitrary ddpths. In some hu
not in all cases a complete acquisition of knowledge can hesged. Yet in practie,
with increasing role depth, the questions brought up by xpéogation procedure Wi
be increasingly numerous as well as less intuitional and tifficult to answer fola
human expert. So in many cases, one will restrict to smadl depths.

7 \Verification of the Algorithm

Let DL; denote the set of alDL concept descriptions with maximal role deptiNow
we show a way how the validity of any subsumption®d; can be checked bysd
ing just the attribute setd/y, ..., M; as well as the corresponding implication bmse
JBo, ..., IB; onthose sets. First, we will define functions that providesfoy concet
descriptionC € DL; a set of attribute§ C M, such thatC =z []C. The following
definitions and proofs are carried out fdrZ€ but can be easily adapted to the athe
DLs by simply removing the irrelevant parts.

8 We will formally define and justify this translatio); 1 in Section 7.



Definition 6. LetZ be an interpretation and the corresponding sequeridés), (K7)
defined as above. Given the according sequémgg, . . ., 3%5,, of implication bass,
we define a sequence of functions DL, — P(DL;) in a recursive way:

7(C)  ={C} forC e M,
n([1¢) =U{n(C)| Cec}
7(VR.C) = {VR.D | D € 7,_1(C)}
_ L} L€ (1 ()i,
7i(3R.C) = {{HR. [(7-1(C))?®i-1} otherwise.

Moreover, letr; (C) := (;(C))?®i for all C € DL;.

Note that by this definition, we also havg T) = 7;([0) = 0?®+. Next, we hae
to show that the functions just defined behave in the desisgd Whe following lemma
ensures that; andr; indeed map ta\/;.

Lemma 1. Suppos€ € DL;. Then we have;(C) C M,; and7;(C) C M,.

Proof. Obviously,7;(C) C M,; whenever;(C) C M;. We show the latter by inductio
on the role depth considering four cases:

— Ce{A,-A| A e A} U{L}. Then by definitiorC € M;.

- C=3JR.D.If L e fi_l(D), we getTi(C) = Tl(HRD) = {J_} C M,;.

Now suppose. ¢ 7;_1(D). Asimmediate consequence of the induction hypathes
we haver;_1(D) C M,_;. Since7;_; gives anJB,_;-closed set, we have als
JR.[17-1(D) € M;, as a look to the constructive definition df; immediatdy
shows. Therefore;;(C) = 7;(3R.D) = {3R.[ | 7-1(D)} C M;

— C = VR.D. Again, our induction hypothesis yields ; (D) C M;_; whichimplies
{VR.E | E € 17,_1(D)} € M, due to the definition of\/; and therefore ats
TZ(C) = Tl(VRD) = {VRE | E e Ti_l(D)} C M,;.

— C=[]C.W..o.g., we presuppose that there is no conjunction detsie quantiér
range in anyD € C. So we haver;(D) C M; due to the three cases abovedan
subsequently alsg(C) = ;([1C) = (U{n(D) | C € C}) C M,. O

The nextlemma and theorem show that in our fixed interpaidtifor any concet
descriptionC € DL;, the entity sets fulfillingC on the one hand and(C) as well &
7;(C) on the other hand coincide.

Lemma 2. For anyC C M;, we havd |C =7 [|C7%:.

Proof. First, observe[]C)Z = N{(C) | CeC} =N{Cli |CeC} = {5 AT |
§ € CT forall C € C}. Now, considefK?. SinceJ®B; is an implication base dk?,
C — C7®i is an implication valid inK?, ergo all objects oK? (being the individuts
§ € AT fulfil ¢ C & = €% C §'i. Therefore, on& has all attributes frm
C exactly if it has all attributes frong”®:. Finally, we have theds € A | § €
CTforallC e C?®i} =N{CT | C e} = (C7%)2.

i



Theorem 2. LetC € DL;. ThenC =z [|7(C) =z [ 7(C).

Proof. The second equivalence is a direct consequence of Lemma ghdVethe fist
one again via induction on the role depth:

- Ce{A,~A|A e A} U{L}. Then, we trivially havec? = ([]{C})%.
- C = 3JR.D. By induction hypothesis, we géd? = ([]7_1(D))%, therefoe
(3R.D)? = (3R.[]7_1(D))T which by definition equal§ ] 7;(3R.D))Z.

- C = VR.D. Again, by induction hypothesis, we g&t* = ([]7i_1(D))*

N{E” | E € 7_1(D)}. Now, observe that the stateménts) € R — 6 € D

is equivalent toAg.,,  p) ((6,6) € R — § € E”) and thus(vVR.D)*
{6 16,0 € R — 0 e {D"}} = {0 | Nger,_,0)d € (VRE)T} =
ﬂ{(VRE)I | E € Ti_l(D)} = (I_I{VRE | E € Ti_l(D)})I which by defin-
tion is just([] 7;(VR.D))Z.

— C = []C. Again, we can presume no conjunction outside the quantdiege n
anyD € C. Then([]C)Z = N{(D)* | D € ¢} = N{(MN=(D))* | D € C}
because of the cases shown before. Now, this is obviouslgahe ag){(E)* |
E€7(D),DeCt=(MU{n(D) | D ec})* = (n(1C)*". o

N

Using these propositions, we can easily provide a methoteolc— using only th
closure operator3®B, . . . , 3%; — the validity of any subsumption ddL; with respet
to a fixed (but not explicitly known) interpretatian It suffices to apply; on both side
and then check for inclusion.

Corollary 1. LetC,,Cq € DL;. ThenC; C7 Cy ifand only if 7, (Cs) C 7(Cy).

Proof. Due to Theorem 2C; C7 Cs is equivalenttd | 7;(Cy) Cz [ |7:(C2). Accord
ing to Lemma 1, we havg (C;) C M; and7;(C3) C M;. In view of Theorem 1, tis
means the same as the validity of the implicatipfC;) — 7;(C2) in K;. Now, sin@
the application ofr always gives a closed set with respect to all implication&ia
K, this is equivalent t@; (Cz) C 7;(Cy). O

Finally, consider the function; from Definition 6. It is easy to see that foryan
C € M,;_; by calculatingr; (C) we get a singleton s¢iD} with D € M;. We then hag
evenC =z D. For the sake of readability we will just write = (C);. Roughly spoka,
D is just the “equivalenf\/;-version” of C. Note that evaluating; does not need th
implication baser®; but only 3B, ...,795;_1. So we have provided the translatio
function we promised in Section 6.

8 Conclusion

We have introduced an interactive knowledge acquisitiohr&ue for finding DL-stle
subsumption statements valid in a domain of interest. Itstanding properties are

— minimal workload for the domain expert (i.e., no redundargstions will be posed
and



— completeness of the resulting specification (any statefremtthe exploration lan
guage is known to hold or not to hold).

Several current fields of Al can benefit from the results prethere.

Ontology engineering would be the first to mention. Sincesbam DL formalisns,
our method can obviously contribute to the development afidement of ontologie
RE can be used for an organized search for new &6fla certain shape (namely theos
expressible byDL concept descriptions). Clearly, the description logicwaday’s o
tology specifications are based on are much more complexamanfDL. Nonette-
less, our algorithm is still applicable since all of them incorporate the DLs considere
as exploration language candidates. Hence, any of theeakigtasoning algorithmsifo
deciding subsumption (as for instance KAON2 [12] or FaCT][b8th capable of rea
soning inSHZ Q(D) — see [14]) can be used for the terminology part. All inforioat
beyondDL would then be treated as background knowledge and “hiddem’ the
exploration algorithm. As already pointed out, one majoraadage of applying ik
technique is the guarantee that all valid axioms expressiblsubsumption statenmsn
onDL with a certain role depth will certainly be found and spedifie

Another topic RE can contribute to is machine learning. Tingesvised case ¢o
responds almost directly to the RE algorithm — mostly oneld/bave large data &
and (almost) empty theories in this setting. Yet also unstiged machine learning na
be carried out — by “short-circuiting” the expert such thatnry potential statemeni-d
rected to him would be automatically confirmed. Essentiglig same would be ¢
case for data mining tasks.

Finally, we are confident that an implementation of the RE algorithm will be a ver
helpful and versatile tool for eliciting information fronaxious knowledge resources.

9 Future Work

So, as the very next step, we plan an implementation of treepted algorithm includ
ing interfaces for database querying as well as for DL reiagpmpplying this tod
in the ontology engineering area will in turn enable us testigate central questien
concerning practical usability; in particular performarn real-life problems and dea
ability (being of unprecedented relevance in the Semanéb Yéchnologies sectors a
well as issues concerning user acceptance will be of spiatékst for evaluation.
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