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Abstract. While Artificial Intelligence (AI) is near ubiquitous, there is no effective control framework within which it is being advanced. Without a control framework, trustworthiness of AI is impacted. This negatively affects adoption of AI and reduces its potential for social benefit. For international trade and technology cooperation, effective regulatory frameworks need to be created. This study presents a thematic analysis of national AI strategies for European countries in order to assess the appetite for an AI regulatory framework. A Declaration of Cooperation on AI was signed by EU members and non-members in 2018. Many of the signatories have adopted national strategies on AI. In general there is a high level of homogeneity in the national strategies. An expectation of regulation, in some form, is expressed in the strategies, though a reference to AI specific legislation is not universal. With the exception of some outliers, international cooperation is supported. The shape of effective AI regulation has not been agreed upon by stakeholders but governments are expecting and seeking regulatory frameworks. This indicates an appetite for regulation. The international focus has been on regulating AI solutions and not on the regulation of individuals. The introduction of a professional regulation system may be a complementary or alternative regulatory strategy. Whether the appetite and priorities seen in Europe are mirrored worldwide will require a broader study of the national AI strategy landscape.
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1 Introduction

At this point, to say that Artificial intelligence (AI) is all pervasive is trite. However despite its inescapable presence, society has yet to identify an effective way to oversee and control this technology. The control of AI is essential to achieve solutions with an overall social benefit which are also safe, trustworthy and legal. Control in this context can take many forms in society, from soft governance through to legislative interventions, from company ethics guidelines to criminal law sanctions [50]. The challenge being faced on a national and global scale is how to ensure that the development and deployment of AI solutions is managed through some control framework. The absence of a control framework for AI impacts trustworthiness, which in turn impacts the adoption and usage of
The adoption of technology is influenced by the users’ perception of risk [51]. Behavioural decision theory informs how regulation can counterbalance the perceived risk, resulting in increased adoption levels [52].

It has been suggested that placing the focus on global cooperation and safe, responsible development of AI, rather than on technological dominance or leadership is likely to result in greater public confidence in AI solutions [5]. A large number of private, national, and global organisations are examining and documenting how AI is being, can be, and should be developed and deployed. The Council of Europe has identified 348 such documents [7]. In 2018, 29 European countries (the Signatories) signed a Declaration of Cooperation on Artificial Intelligence (The Declaration of Cooperation) [8]. Many of these countries have adopted national strategies on AI (the Strategies) which are examined in this paper. The EU Commission published its Inception Impact Assessment for AI Legislation in July 2020 [12]. This public consultation sought views on options to address ethical and legal issues arising out of AI. The overall policy objective of that consultation process is to ensure the development and uptake of trustworthy and lawful AI.

This study assesses the appetite for a AI regulatory framework based on the published strategies of the Signatories through thematic content analysis. There was an expectation that there would be a high degree of similarity amongst the strategies, given that the Signatories are all European and have the Declaration of Cooperation in common. This review sought to test that hypothesis and to elicit data on outliers in order to identify the anomalous Signatories and seek to understand the reason for their deviation.

2 Background

2.1 International focus on AI

A number of European and global organisations and bodies have emphasised AI over recent years by facilitating collaboration amongst nations and carrying out research on the international AI landscape. These organisations and bodies have differing roles but what they have in common is the legal capacity to require compliance with legal instruments (whether conventions, treaties, laws, decisions or agreements). Their work demonstrates that there is a desire at an international level within a number of organisations to influence how the use of AI develops. Should these organisations choose to create legally binding instruments to regulate AI, then Signatories’ receptiveness to supranational regulation will impact on the success of such regulation. It is these organisations and associated governments which enable regulation and governance, rather than institutes and think tanks.

**EU Commission:** The EU Commission’s High Level Expert Group on Artificial Intelligence has carried out work on Trustworthy AI [21,20] and the EU Commission has issued reports on the Safety and Liability Aspects of AI [10] and on the Ethics of Automated Vehicles [11]. In 2020 the EU Commission sought views on a proposal for AI specific legislation [12] and that process is ongoing.
In April and May of 2018, the Signatories (which comprise both EU and non-EU states) signed the Declaration of Cooperation pursuant to which they agreed to work towards an integrated European approach to AI, though a single documented strategy is not referred to. The Signatories are Austria, Belgium, Bulgaria, Cyprus, Croatia, Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Ireland, Italy, Latvia, Lithuania, Luxembourg, Malta, Netherlands, Norway, Poland, Portugal, Romania, Slovakia, Slovenia, Spain, Sweden and the UK. The Signatories agreed, among other things, that they would "ensure an adequate legal and ethical framework, building on EU fundamental rights and values, including privacy and protections of personal data, as well as principles such as transparency and accountability." The Declaration of Cooperation is not enforceable and, as the title suggests, is based on cooperation. However, the EU Commission is a powerful body as it can both initiate legislation and bring actions against states and businesses for breaches of EU Law.

**Council of Europe (CoE):** The CoE is an international organisation which promotes human rights democracy and the rule of law and is comprised of 47 member states (including all 29 Signatories). The CoE has created a common legal space in which the members have a legal obligation to guarantee rights as set out in the European Convention on Human Rights. Specifically in relation to AI "The Council of Europe’s aim is to identify intersecting areas between AI and our standards on human rights, democracy and rule of law, and to develop relevant standard setting or capacity-building solutions" [6]. The large number of documents identified by the CoE [7] include guidelines, charters, papers, reports and strategies. The authoring bodies are not confined to one sector of society and include organisations, companies, bodies and nation states.

**United National Educational, Scientific and Cultural Organisation (UNESCO):** Formed in 1945, the United National Educational, Scientific and Cultural Organisation (UNESCO) is global organisation whose mission is to "contribute to the building of a culture of peace, the eradication of poverty, sustainable development and intercultural dialogue through education, the sciences, culture, communication and information". At UNESCO’s Scientific 40th session in November 2019 the organisation commenced a two year process to achieve a "global standard-setting instrument on ethics of artificial intelligence". In pursuit of this goal, UNESCO forums and conferences on AI have taken place to gather stakeholder views. The most recent draft text of a recommendation on the ethics of AI of the UNESCO Ad Hoc Expert Group was issued in September 2020 [57] and includes a call for legislative gaps to be filled. While UNESCO Recommendations are not legally binding, its Conventions are.

**The Organisation for Economic Co-operation and Development (OECD):** The OECD is an intergovernmental economic organisation, formed in 1961 to stimulate economic progress and world trade. It comprises 37, mostly European, member countries. A recommendation of the OECD Council on Artificial Intelligence was adopted on 21 May 2019 by the OECD countries and various non-member adherents [39]. This Recommendation promotes AI that is innovative, trustworthy and upholds democratic values and human rights and
was a culmination of a work carried out by a diverse expert group. While OECD Recommendations are not legally binding, it has the capacity to create legally binding instruments.

2.2 Concept of Trustworthiness in AI

"Trustworthiness in AI" is a term used liberally though it is a troubled concept. There is no single definition of trustworthiness in AI, or indeed in of trustworthiness in software systems. The following quality attributes have been identified as necessary as a foundation for a trustworthy software system [19,2]:

1. **Correctness**: absence of faults
2. **Safety**: absence of catastrophic consequences on the environment
3. **Quality of service**: encompassing (i) availability (probability of readiness for correct service) (ii) reliability (probability of correct service for a given duration of time) and (iii) performance (response time, throughput)
4. **Security**: absence of unauthorised access to a system
5. **Privacy**: absence of unauthorised disclosure of information

Ensuring trust spans the AI lifecycle from creation, through validation and interaction with AI. Becker et al. [2] outlined the need for the above quality attributes to exist to allow for certification which in turn results in a trustworthy software system. Lewis et al. [29] noted that it is necessary to specify both who trusts whom and in what aspects of AI creation, operation and use. When we talk about a "trustworthy product" the trust exists between us and the supplier – we trust that the product attributes have been delivered by the supplier, not that the product has the free will and volition to behave in a trustworthy manner. The need to regulate for human responsibility is addressed by the principles of robotics [4] rather than Azimov’s robot centric laws [1].

From a legal perspective, the concept of a trustworthy product is problematic at a European and national level. Taking the Irish jurisdiction as an example, liability may arise as a result of trust arising between people but a "trustworthy product" does not exist as a concept. Instead, laws relating to product liability and safety are relevant. In contract law, goods supplied must be of merchantable quality (that is to say that they are fit for the purpose for which goods are usually purchased, taking all relevant circumstances into account). Failing to meet this level of quality may be a breach of an implied term of the contract [42,43]. Goods delivered under contract must comply with that contract [44]. Under statute, a defective product is one which does not reach a level of safety which a person is entitled to expect [41]. Outside of statute and contract law, under the law of tort (a civil wrong), a supplier may be liable in negligence if a product is found to be defective. Criminal law may also apply if an unsafe product has been supplied [45]. Whether European Law on product liability is sufficient to address liability in AI has been examined recently in a report released by the European Parliament [3]. The author of that report found that the regime as it stands is not sufficient to address the liability arising in the context of AI.
The Standards community has defined trust as the "degree to which a user...or other stakeholder...has confidence that a product or system...will behave as intended" while trustworthiness is seen as an "ability to meet stakeholders’...expectations in a verifiable way" in a technical report issued by ISO and the International Electrotechnical Commission (IEC) \[24\].

The EU Commission’s High-Level Expert Group on AI \[20\] considered that in order for AI to be trustworthy it must be lawful, ethical and robust (from a technical and social perspective).

From a computer science perspective, outlined above, the focus is on the software as a service/product and the process driven approach which dictates that once the requisite technological bar has been reached, certification could be granted. The EU Commission’s High-Level Expert Group’s approach to AI is significantly broader than the foundational quality attributes referred to by Becker et al. and the definition produced by the ISO and IEC.

2.3 Documented Approaches to AI

Research into whether there is global agreement on ethics questions has been published in articles which include reviews of principles and guidelines issued by private companies, public sector organisations and research institutions \[25,29\]. Jobin et al. revealed five unifying ethical principles of transparency, justice and fairness, non-maleficence, responsibility and privacy \[25\]. In a similar vein, Fjeld et al. \[13\] in their review of 36 principles and documents, which included some national strategies, identified seven common themes of privacy, accountability, safety and security, transparency and explainability, fairness and non-discrimination, human control of technology, professional responsibility, promotion of human value. The EU Commission’s Science for Policy Report includes an analysis of 13 national strategies on AI from a public services perspective \[36\]. As the above demonstrates, there is considerable amount of policy work being carried out worldwide on AI. This survey has focussed on Europe and in particular on the governmental strategies of the Signatories.

3 Comparing National AI Strategies

The National Strategies were identified through a review of the relevant countries’ governmental websites, internet searches (Google), EU Commission’s AI Watch \[9\], CoE’s AI Initiatives \[7\] and Canadian Institute for Advanced Research (CIFAR) \[27\]. Strategies of Cyprus, Italy, Latvia, Poland and the Netherlands were not available in English. These were translated using Microsoft Office translation tool and then reviewed. Given the thematic nature of the review, this translation method was not a significant limitation. The final search for published national strategies on AI for the remaining Signatories was carried out on 14 November 2020.

A content analysis methodology was adopted as this method reduces data, is systematic and is flexible \[14\]. An initial review of the material and application
of emergent coding resulted in the umbrella themes under which the strategies were analysed, with a view to delivering trustworthy AI. In order to minimise subjectivity, binary values were attributed rather than weighted values. Any absence of evidence under the chosen headings was used to identify outliers. The themes were categorised as follows:

1. Intention to adopt ethical, trustworthy or legal AI (that is to say whether there appeared to be an intention to highlight the importance of ethical/trustworthy AI on an ongoing basis through government):
   - Ethics, trustworthy AI, law or regulation identified as a focus area – where this is highlighted through a standalone section
   - International cooperation – where desire is expressed to cooperate and collaborate with other countries (aside from cooperation to merely attract inward investment)
   - National body for AI (for ethics or otherwise) – in the form of a standing committee, council or body, whether proposed or in existence

2. Tools for implementation of ethical/responsible AI:
   - Certification or standards of AI solutions proposed or in existence – this includes references to both certification and auditing processes and industry standards
   - AI specific legislation referred to – where intention is expressed to promulgate legislation targeted at AI and associated technology
   - Regulation – whether through use of regulatory sandboxes or otherwise, whether proposed or in existence

Twenty-one Signatories have published National Strategies on AI, 3 of which had published a strategy prior to signing the Declaration of Cooperation (Finland, UK and France). The remaining 8 Signatories, which have yet to adopt a strategies, have instituted a process to do so (being Austria, Belgium, Bulgaria, Croatia, Greece, Ireland, Romania and Slovenia).

The methodologies used by governments to produce strategies varied and included delegation of policy formulation to experts in academia and/or industry, public consultation and production of strategies by government departments or a combination of methodologies.

Signatories’ appetite for the regulation of AI is not demonstrated by the mere existence of a strategy on AI which may, for example focus on how to attract inward investment, or the need for education in the field. Indeed, while in general high level national strategies do not necessarily translate into action and in many cases are purely aspirational, at the very least, they demonstrate an acknowledgement that AI is an area which warrants specific attention from national governments.

An intention to comply with the law appears in the majority of strategies and this reflects the commitment made by the Signatories in the Declaration of Cooperation. However, a statement that a Nation State will ensure that the relevant laws are complied with is not significant in itself, given that it is simply a statement of commitment to the rule of law.
As Table 1 demonstrates, there is a high degree of homogeneity amongst the Signatories in many categories. The areas worthy of comment relate to the countries which have not included the categories in their strategies.

Estonia and the UK are the only two countries which do not reference international cooperation. There are a number of possible explanations for this. It may be that those countries identify international cooperation as more appropriately located in other documents and strategies, or may consider that it is addressed in other arenas. For example, in September 2020 the UK and US have signed a Declaration of Cooperation on Research and Development [22]. Both Estonia and UK devote part of their strategies to the potential for the commercialisation of AI and, in relation to an international dynamic, the emphasis is on attracting inward investment. This could suggest that those countries place a higher value...
on developing AI solutions within their borders than necessarily collaborating at
an international level on ethics and regulation.

With the exception of the UK, all countries devote a section of their strategies
to ethics, trustworthy AI, legal considerations or regulation. In most cases, the
sections appear at the end of the strategies. This could be interpreted as a
reflection of the esteem in which the topic is held or it might be a tactic to avoid
being viewed by the private sector as being driven by regulation. Nonetheless,
their inclusion indicates an acknowledgement of the importance of these areas.

Despite not including such a section, the UK has acknowledged the importance
of ethics in AI and established the Centre for Data Ethics and Innovation in 2018
with the stated purpose "to advise the government on the measures which are
needed to ensure safe and ethical innovation in data and AI". However, this body
only provides advice to the government, without a parallel positive commitment
in the National Strategy to act on the advice.

The concept of trustworthy AI arises in many strategies and several strategies
refer to the report issued by the EU Commission’s High Level Expert Group on
Artificial Intelligence in relation to trustworthy AI. However there is no consensus
in the strategies on what constitutes trustworthy AI and this aligns with the lack
of consensus on what constitutes trustworthy AI generally.

There is a reasonably even spread of those countries that do and do not
propose AI specific legislation. Given that the EU Commission is due to complete
an impact assessment on the proposal for AI specific legislation [12], it seems
that further engagement with Nation States will be required in order to gain
support, should AI specific legislation be pursued.

A smaller number of countries propose a certification or auditing process. It
seems likely that those countries which have proposed AI specific legislation and
certification/auditing have not yet carried out detailed studies on how to draft
and frame this type of legislation or process, given its complex nature. Had they
already done so it is likely that reference would have been made in the strategies.
The certification/auditing process is a way to encourage the development of AI
solutions by creating a new market while enacting legislation tends to operate
as a way to protect consumers and society in the event of damage occurring.
Identifying these options in a high level strategy is the first step which indicates
a desire to adopt a legislative or certification framework.

Many Signatories whose populations were on the lower end of the scale stated
that as a small country they would be obliged to follow the lead of other countries.
An outlier was Malta which took a bold step in relation to certification. It stated
an intention to expand the list of technologies that Malta Digital Innovation
Authority to include AI technologies with a view to being the first country with a
national AI certification programme. This innovative approach could stem from a
variety of sources. For example, English is an official language of the country and
therefore they may not be focussed on language matters which other Signatories
with minority languages were concerned about. Further, its legal system is a mix
of civil code and common law, which may also allow for agile legal responses.
4 Conclusion/Future Directions

This study establishes that in general, through their National Strategies and as borne out by the Table (a) the Signatories highlight AI ethics and regulation as an area requiring attention and (b) there is an expectation that Signatories themselves will attempt to regulate AI or that they will join other countries to regulate. This willingness to seek solutions in conjunction with other European countries suggests an openness to multi-jurisdiction regulation. The Estonian and UK strategies were exceptions to this and in those strategies, there was an emphasis on the business opportunities in AI.

Identifying options such as certification, auditing, standards and AI specific legislation in a high level strategy indicates a desire to subject AI solutions to a control framework. There is no clear consensus on the type of control framework that is desired. Even if there were consensus, the question of enforcement would remain. Many of the published national strategies refer to specific regulatory measures for AI and focus on product and corporate regulation. Professional regulation for AI, in which individuals are responsible for ensuring compliance, could be a complementary or alternative regulatory strategy [37] but it has not been proposed in any of the national strategies.

Bridging the gap between the definitions and concepts used by policymakers and those of AI researchers’ will be important [26] when designing the regulatory framework for AI from a technical perspective. Whether the appetite and priorities seen in Europe are mirrored worldwide will require a broader study of the national AI strategy landscape. The next stage of this research, which is underway, is to expand the study to include non-signatories of the Declaration of Cooperation to evaluate, based on national strategies, the international appetite for regulation.
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