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Abstract. We present herein our work on text normalization applied to user-

generated content (UGC) in the Kazakh language collected from Kazakhstani 

segment of Internet. UGC as a text is notoriously difficult to process due to 

prompt introduction of neologisms, peculiar spelling, code-switching or trans-

literation. All of this increases lexical variety, thereby aggravating the most 

prominent problems of NLP, such as out-of-vocabulary lexica and data sparse-

ness. It has been shown that certain preprocessing, known as lexical normaliza-

tion or simply normalization, is required for them to work properly. 

We applied machine translation techniques to normalize Kazakh texts. For 

this, a parallel corpus was created with a set of aligned sentences in canonical 

and non-canonical forms. Using these comments, we created the phrase-based 

statistical machine translation system as a baseline system. Furthermore, we ap-

plied word-based sequence-sequence model to the normalization task. The for-

mer method shows 21.67 BLEUs on the test set, whereas later one obtained ap-

proximately 30 BLEU score. 

Keywords: Text normalization, User-generated content, Sequence-sequence 

model. 

1 Introduction 

With the rise of social media, custom text data has reached unprecedented sizes. As 

part of the project on developing tools and algorithms for processing Kazakh lan-

guage in the framework of KazNLP project [1, 2], we strive to provide tools for pro-

cessing real-world data, including user-generated content (UGC). UGC generally 

refers to any type of content created by Internet users including tweets, comments, 

dialogues on Internet forums, etc. This type of text is considered difficult to process 

due to the high level of noise, i.e. it is far from the standards of the literary language. 

Kazakhstani segment of Internet is not except from noisy UGC and the following 

cases are the usual suspects in wreaking the “spelling mayhem” [2]: 

─ spontaneous transliteration, e.g. Kazakh word “біз” can be spelled in three addi-

tional ways: “быз”, “биз”, and “biz”; 

─ use of homoglyphs, e.g. Cyrillic letter “і” (U+0456) can be replaced with Latin 

homoglyph “i” (U+0069); 
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─ code switching – use of Russian words and expressions in Kazakh text and vice 

versa; 

─ word transformations, e.g. “керемееет”,“ крмт” instead of “керемет” (great), or 

seg-mentation of words, e.g. “к-е-р-е-м-е-т”; 

─ the use of emoji, e.g.  (, ), and their symbolic counterparts, e.g.  [:), : (]. 

The normalization tool is designed to edit such texts to match the standard language. 

All these properties of UGC significantly reduce the accuracy of NLP tools, so in 

practice UGC is often normalized, that is, brought to literary language standards. 

Consequently, non-canonical text normalization is considered the main preprocessing 

stage of almost all NLP tasks [3–8]. 

This paper is organized as follows: Section 2 presents an overview of various tech-

niques for the text normalization task. Data collection and annotation are presented in 

Section 3. Method description and obtained results of the conducted experiments are 

described in Section 4. Summary and conclusions of the performed experiments and 

areas of further research are given in Section 5. 

2 Related work 

With the rapid growth of content on social media, text normalization has gained in-

creasing attention in the past decade, with a focus on converting noisy non-standard 

tokens in informal text into standard vocabulary words. Spell checking plays an im-

portant role in this process as it can be seen as an initial attempt at text normalization. 

In [9–11], it was proposed to use a framework with noisy channels to generate a list of 

corrections for any misspelled word, ranked according to the corresponding posterior 

probabilities. 

The work of [12] refined this structure by computing the likelihood function as a 

noisy token and its associated tag would be generated by a specific word. However, 

spell-checking algorithms are in most cases ineffective for this type of data because 

they do not account for phenomena in informal text. For example, some previous 

work [13] has instead focused on sporadic typographical errors using edit distance 

[14] in conjunction with modeling pronunciation. 

The work [15] used a noisy channel model based on spell editing distance using the 

web to generate a large set of automatically generated (noisy) pairs that will be used 

for training and for spelling suggestions. Even though they use the Web for gathering, 

they do not focus on informal text, but rather unintentional misspellings. [16] com-

bined the noisy channel model with a rule-based final transformer and obtained ac-

ceptable results for French SMS. [17] used weighted finite state machines (FSM) and 

rewrite rules to normalize French SMS; [18] focused on tweets generated with mobile 

phones and developed a CRF tagger for deletion-based reduction. 

Recent work has also focused on normalizing Twitter messages, which is generally 

considered a more challenging task. [19] developed classifiers to detect malformed 

words and generated corrections based on morphophonic similarities. [20, 21] pro-

posed to normalize non-standard tokens without explicitly categorizing them.  



3 

The above approaches rely almost heavily on external linguistic resources and 

manually defined rules. A wide range of NLP tasks shows promising results using 

neural networks. The encoder-decoder architectures [22, 23] exceeded expectations in 

machine translation [24], dialogue generation [25], summarization [26], question 

answering [27]. Hence, it makes sense to wonder if the Seq2Seq models are suitable 

for the normalization task. 

Work of [28] applied the encoder-decoder architecture that uses Recurrent Neural 

Network (RNN) based on Gated Recurrent Unit (GRU) for Japanese text normaliza-

tion. They improved the performance of Japanese text normalization by performing a 

stable training of the encoder-decoder model with a new method for data augmenta-

tion. [29] applied a normalization method based on word-character attention-based 

encoder-decoder model on noisy text in social media. They state that the presented 

character-based component, which is trained on synthetic adversarial examples, 

shows a significant result. [30] normalized Swiss German WhatsApp messages using 

the encoder-decoder model. They argue that the flexibility of the encoder-decoder 

model provides for using same training data in different ways. Particularly, the modi-

fication was made in the part of decoding by introducing different levels of granulari-

ty in the language of the target side: characters and words. [31] explored the possibili-

ties of using machine translation techniques to normalize noisy Turkish texts. They 

trained character-based translation model with synthetic parallel data. The experi-

ments were conducted both on statistical and neural machine translation methods to 

compare the obtained results. 

3 Data collection and annotation 

Like most machine learning models, machine translation methods require training 

data to produce meaningful results. Parallel text corpuses are a structured set of trans-

lated texts between two languages. Such parallel corpora are essential for training 

machine translation algorithms. In our case, the source side is the unprocessed com-

ments, and the target side is the revised comments by annotators. To create a corpus 

for this task, at the beginning we collected comments from news web pages: nur.kz, 

tengrinews.kz and zakon.kz. The comments were divided into language groups: Ka-

zakh, Russian and mixed. Perfect comments that do not contain errors have been re-

moved as there is no point in giving correct comments on our machine translation 

approach. To sort the ideal comments, we used texts from the official news web pag-

es, in which we believe there are no errors. We compare them, if all the words of our 

comments are in this text, then this comment is considered ideal. Some comments 

may contain multiple sentences, so we split longer comments into multiple sentences. 

The statistics are shown in Table 1. 
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Table 1. Data set statistics from news portals 

Total Stripped of perfect  
comments 

After splitting long 
comments 

Ideal comments 

doc tok doc tok doc tok doc tok 

17181 237092 12896 192853 19799 192853 4285 44239 

Beside comments from news portals, additional comments were collected from social 

networks. The Kazakh-speaking audience of commentators is most active on social 

networks like Facebook and Instagram. The analysis shows the main share of com-

ments in the Kazakh language falls on such Facebook groups as OnlineQazaqstan 

(367,920 members at the time of analysis), newspaper «Қала мен Дала» 

(97,685 members at the time of analysis). Based on the above, the Kazakh-speaking 

segment of the social network Facebook was selected for the source of collecting text 

data. The statistics of the dataset from social media is presented in Table 2. 

Table 2. Social media dataset statistics 

Source Number of posts Number of comments 

OnlineQazaqstan 17 3287 
Newspaper «Қала мен Дала» 18 1490 
Kaspi.kz 8 1897 
Stan.kz 29 3340 
Total 72 10 014 

After collecting comments, we built a parallel corpus. The source side of the corpus 

contains comments, and the target side contains revised version of the corresponding 

comment. A web interface has been built to fix comments and make annotation easier. 

We had two annotators and one last controller-moderator. Fig. 1 shows a screenshot 

from the web interface. Here, annotators can select the source of the correction, and 

can also observe the work done in general. The controller-moderator can correct the 

work of the annotators and approve. 

 

Fig. 1. A parallel corpus annotation tool 
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After the annotation process, the datasets were further processed. Some very long 

comments are split into several parts, mostly by sentence. Comments in Russian were 

removed. After these preprocessing, 27005 comments remained. We used 90% of 

these comments for training and the rest for testing. Statistics are shown in Table 3. 

Table 3. Final data statistics 

Parallel comments Train set Test set 

27005 24 305 2700 

4 Method description and results 

In this project, we explored the potential of using machine translation methods to 

normalize non-canonical texts in Kazakh. Therefore, we conducted both statistical 

machine translation (SMT) and neural machine translation (NMT) approaches in or-

der to compare the results. 

The SMT method was chosen as a baseline experiment. A pretty standard set of 

tools was used in this pipeline. The plan was to build scalable NLP tools in Python, so 

we built a phrase-based statistical machine translation system, since among the vari-

ous methods, phrase-based methods have shown high performance. We used n-gram 

language models, in particular 3-gram models. The decoding process was implement-

ed using the beam search stack decoding algorithm. 

Inspired by advances in NMT, we applied end-to-end neural network models, in 

particular sequence-sequence (Seq2Seq) models to the secondary normalization task.  

Seq2Seq models have ability to convert sequences from one domain (e.g. sentences in 

non-canonical form) to sequences in another domain (e.g. the same sentences in ca-

nonical form). Its feature to capture any useful contextual information in a sentence 

can be used in text normalization task. This eliminates the need for language-specific 

tools except the sufficient training data. 

We built our Seq2Seq model using the Keras library [32]. Firstly, the combination 

of the train and test datasets was used to define the maximum length and vocabulary 

of the problem. We map words to integers, as needed for modeling. Separate tokeniz-

er was used for the source sequences and the target sequences. Each input and output 

sequence must be encoded to integers and padded to the maximum phrase length, 

since a word embedding was used for input sequences and one-hot encoding for out-

put sequences. 

We use an encoder-decoder Long Short Term Memory (LSTM) networks model 

on this problem. In this architecture with 2-layer LSTM encoders and decoders, the 

input sequence is encoded by a front-end model called the encoder then decoded word 

by word by a backend model called the decoder. The model is trained using the effi-

cient Adam approach to stochastic gradient descent and minimizes the categorical loss 

function because we have framed the prediction problem as multi-class classification. 

To assess the quality of translation, we used a widely used measurement – BLEU 

(Bilingual Evaluation Understudy) [33]. The main idea behind this metric is to deter-

mine the n-gram match between the translated candidate and the link. After transla-
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tion, we compared our translated test set with an original test set. This result can be 

viewed in Table 4. 

Table 4. Final results 

Model BLEU score 

SMT 21.67 
NMT 29.74 

5 Conclusion 

In this work, we used machine translation approaches to normalize comments. To 

create machine translation systems, we first collected comments from news portals 

and social networks. We then corrected these comments with annotators. A total of 

27005 comments were collected and corrected. The original raw comments are treated 

as the source side, and the revised comments are treated as the target side in our paral-

lel corpus. Using these comments, we have created the phrase-based statistical ma-

chine translation system as a baseline system. Furthermore, we applied word-based 

sequence-sequence models to the secondary normalization task in order to compare 

statistical and neural network approaches. The statistical method shows 21.67 BLEUs 

on the test set, whereas sequence-sequence model obtained approximately 30 BLEU 

score. The later technique improves the performance of the normalization task signifi-

cantly. In average, the both results can be viewed as an average performance. The 

reason for this phenomenon may be related to sparse datasets. To solve this problem, 

in the future we are going to add more comments to our parallel dataset. Moreover, 

we will conduct experiments with sequence to sequence models with attention mech-

anism as well as character-based models. 
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