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Abstract. The paper discusses the development of a corpus of Russian ministe-
rial posts based on VKontakte social network. The study is aimed at revealing
topical structure of ministerial communities. We performed a series of experi-
ments which include LDA topic modeling and automatic topic labeling that
help to improve the interpretability of topics. To implement the procedures, we
used Python libraries for NLP. Experiments allowed us to find out pivotal top-
ics that the government of Russia covers on social networks nowadays.
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1 Introduction

In the era of digitalization of society, many areas of life are reflected on the Internet.
Government agencies, services and ministries are no exception: using the available
tools and applications of online platforms, departments create communities in which
they publish posts about the current state of the country, as well as its regions.

There are a great number of ministries in Russia: The Ministry of Defense, The
Ministry of Foreign Affairs, The Ministry of Culture, etc. At first glance, it seems that
the names of the ministries are directly related to the topics of the problems and the
posts that they publish on social networks. However, the topical structure of ministe-
rial groups is much more complicated. For example, the coronavirus pandemic has
affected many areas of the Apparatus of the Government of Russia, some common
issues appearing among a lot of ministries. The most obvious one is related to the
problems of online education and the ways to overcome them, they are dealt with by
both the Ministry of Education and the Ministry of Digital Development, Communi-
cations and Mass Media.

This study is aimed at detecting main topical areas in ministerial posts on VKon-
takte social network. This social network is very popular among residents of Russia®,

! https://gs.statcounter.com/social-media-stats/all/russian-federation/2019
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therefore ministries and other governmental departments are eager to create their
communities there. We will use LDA and topic labeling algorithms to reveal main
topics of ministerial posts. These procedures have never been carried out on the cor-
pus of ministerial posts.

2 Related works

Large text collections, known as corpora, are becoming more and more popular
among linguists, political scientists, sociologists and a number of other scientists.
They try to use corpora to carry out their practical researches.

In English papers [3, 5, 13, 14], functioning of politically oriented posts (for exam-
ple, Twitter or Facebook) and their impact on the public opinion of users are de-
scribed. Most of the authors note that the integration of governmental apparatus and
social networks is connected with a certain degree of risk.

As regards the Russian segment of studying political discourse, it should be noted
that there is a small layer of works on this topic. The papers [8, 9] are based on dia-
chronic description of political vocabulary and its frequency behavior. The experi-
ments were conducted on the basis of Google Books Ngram Viewer?. The authors pay
special attention to the names of political figures and important events in the history
of Russia. The corpus, that was used by the scholars, is compiled on the basis of a
large number of digitized versions of printed publications, it does not focus on texts
that one can find on social networks. In our study, we try to describe some linguistic
features of ministerial posts on online platforms, it will fill in the gaps in the Russian
corpus linguistics and topic modeling researches.

3 Experiment

3.1  Corpus collection and preprocessing

To conduct further experiments, there is a need to collect a corpus. We used Python?
and the beautifulsoup4* library to create a parser for scraping posts from 15 communi-
ties of ministries, agencies and services on VKontakte social network. We took 2019-
2020 posts as they reflect the current situation in Russia in various spheres of life.

The size of the final corpus is 2 311 480 words. The procedure for preprocessing
the corpus involves the following steps:

1. Removal of non-textual elements (emoticons, images, etc.);

2. Obtaining tokens using regular expressions;

3. Lemmatization (normalization) of the received tokens and resolution of morpho-
logical ambiguity using pymorphy?25;

2 https://books.google.com/ngrams

3 https://www.python.org/

4 https://www.crummy.com/software/Beautiful Soup/bs4/doc/
5 https://pymorphy2.readthedocs.io/en/latest/



4. Removal of the words (pronouns, prepositions, etc.) if they are in the stop-list;
5. Adding bigrams and trigrams with the help of gensim®;

6. The division of preprocessed posts according to ministries and departments;
7. Saving the preprocessed corpus in .txt format.

3.2  Topic modeling

Topic modeling consists in the representation of compressed topical descriptions of
documents. The topic model of a text collection defines each topic as a discrete distri-
bution over a set of terms, each document is defined as a discrete distribution over a
set of topics. The texts are presented as a sequence of topics, which are randomly and
independently selected from some distribution. A topic in topic models is a set of
words characterized by co-occurrence within a document.

Nowadays topic modeling is used in a great variety of computational linguistics re-
searches: one can use the algorithms for detecting hidden communities on social net-
works, determining main topics of users’ posts on Twitter, or revealing topics of so-
cial media news [1, 6, 7].

To implement further procedures, we need to choose a suitable algorithm for the
experiment. We decided to focus on one of the popular algorithms for topic model-
ing — Latent Dirichlet Allocation (LDA). The gensim library is used for LDA as it
provides a lot of possibilities to work with other libraries (for visualization, etc.).

First of all, we need to compute the optimal number of topics for the corpus using
the U-Mass measure. It reflects topic coherence value which is treated as a level of
human interpretability of the model based on relatedness of words and documents
within a topic. The formula is as follows:

D(vyvj)+e
Db(vy)

: 1)

core(v;, vj,€) = log

where D(v;,v;)is the number of documents that contains v; and v; words,
D (v;) shows the number of documents containing v; words. The highest value of
core(vi,v]-,e) shows that the model includes the appropriate humber of topics. We
conducted a series of experiments with the following parameters: the minimum num-
ber of topics was 5, the maximum was 70, and the step was 5. We obtained graphic
data (Figure 1).

6 https://radimrehurek.com/gensim/
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Fig. 1. Optimal number of topics for the ministerial corpus

Figure 1 shows that the coherence value is greatly decreased when the number of
topics within the corpus is increased, so the optimal number of topics is 5.

The LDA algorithm is trained, the following parameters being used: the number of

iterations is 10, the number of expected topics is 5, the number of topic words in the
set is 10. The topics are represented as lists of lemmata.

Table 1. LDA topics within the ministerial corpus

Number of a topic Topic

1 poccus, pOCCUHCKU, cTpaHa, J1el0, MUHHCTP, MEXIYHApOAHbIH, MHO-

cTpaHHbIi, (epepanus, Bompoc, orHomenue (russia, russian, country,

affair, minister, international, foreign, federation, issue, attitude)

2 poccusl, TONUIHKSA, COTPYIHHUK, MBI, AEI0, POCCHICKHH, CITyk0a, MOoJH-
neiickuii, obxacts, BHyTpennuii (russia, police, employee, ministry of

internal affairs, affair, russian, service, police, region, internal)

3 BOCHHBIN, POCCHUsS, POCCUHCKHI, 00OpOHA, YUCHHUE, CHJIA, MEXKIyHApPOI-
HBIH, KOHKYpC, apmust, Gaot (military, russia, russian, defence, exercises,
force, international, competition, army, navy)

4 poccus, poccuiickuii, oOpa3oBaHHe, NIKOJA, NeHb, PeOEHOK, padoTa,

KynbTypa, mpoekt, mup (russia, russian, education, school, day, child,
work, culture, project, world)
5

poccus, pOCCUHCKUH, MPOEKT, pa3BUTHE, MUHHUCTP, TIPOU3BOJICTBO, CTpa-

Ha, pabora, obmacth, ydacrtue (russia, russian, project, development,
minister, production, country, work, region, participation)

As regards the graphic representation of topics in the corpus, the resulting sets can be
visualized using pyldavis’ (Figure 2).

7 https://github.com/bmabey/pyLDAvis
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Fig. 2. Representation of topics of the ministerial corpus

It is clear that the first topic covers the biggest part of the text collection while there is
much less information about the others.

It is also important to note that neither bigrams nor trigrams appeared in the topics.
Their absence can be connected with low weights of the obtained n-grams.

The main disadvantage of LDA is the impossibility of automatic selection of topic
labels: a user may have certain difficulties while interpreting the results of obtained
topics. To find the most accurate label, scholars try to improve topic modeling algo-
rithms and implement a method known as automatic topic labeling. The next section
will discuss this procedure.

3.3 Automatic topic labeling

A label is a word or a sequence of words that covers the general content of given sets
of words. Sometimes relevant labels are manually assigned to topics. However, the
procedure of automatic topic labeling allows us to facilitate the interpretation of top-
ics, as well as to save time and effort spent on manual assigning. Nowadays, it is be-
ing developed both for English and Russian corpora.

There are two main ways to get topic labels: external sources and internal
sources [11]. External sources can refer to online thesauri (WordNet, etc.) or sites that
help to obtain topical labels for a set of words (Wikipedia, etc.). As for internal
sources, topical labels can be extracted using procedures of automatic summarization
or creating word2vec models [4].

In our research we used some methods proposed in [7, 12]. First, we transformed
the topical words into a query for Google, extracted first 5 site headlines, identified
collocations with the help of pymorphy2 (ADJ+NOUN, NOUN+NOUN, etc.) and
ranged them according to the number of occurrence in the Russian National Corpus.
If there were no occurrences, we didn’t consider the label to be a candidate.



Then we created two word2vec CBOW models: the first one is based on the minis-
terial corpus itself, the second one is based on the corpus of users’ posts of VKontakte
social network, it is proposed in [7]. The parameters of the models: minimal frequen-
cy of occurrence is 5, the size of a vector is 100, the context window is 5. The results
are ranged with the help of the cosine similarity.

Below we present a comparative table of candidates for topic labels.

Table 2. Results of automatic topic labeling

Topic Google and the Rus- Word2Vec models
sian National Corpus | Ministerial posts Users’ posts on social
networks

poccusi, poccHii- | poccuiickas — (demepa- | MPEe3UICHT, CyOb- | 3asBUTh, HE3aBUCHMBIM,
CKHH, cTpaHa, | Ly, opHULIUATBHBIA | €KT, IeJI0, IPaBU- | MPEICTaBHTENb, aKTH-
JIeTI0, MMHUCTD, | IPENCTaBUTEIND, TEJIBCTBO, TIpeA- | BHCT, poccuiickuii (de-
MEKIAYHAPOAHDBIA, | BHEIIHsIA MOJMTHKA, | cemarensb (presi- | clare, independent, repre-
HHOCTPAHHBII, MHHHCTEPCTBO  MHO- | dent, subject, | sentative, activist,
benepanyss,  Bo- | cTpaHHBIX aed, mex- | affair, russian)
MpocC, OTHOIICHUE | AYHAPOAHAS JKU3HB | government,
(russia, russian, | (russian federation, | chairman)
country, affair, | official representative,
minister, interna- | foreign policy, minis-
tional, foreign, | try of foreign affairs,
federation, issue, | international affairs)
attitude)
poccud, moJiMuus, MBJ pocCcuHd, mNpaBo- I1aBCJI, Cy6’beKT, YHUHOBHHUK, AKTUBHUCT,
COTPYAHUK, MBJ, OXpaHUuTe/JIbHast CHh- paBUTEJILCTBO, CJIeZlCTBeHHbIﬁ, KOHCTHU-
JIeJI0, pOCCUNCKUH, | cTeMa, YOpPaBJI€HUE | TMOJKOBHHK, COB- | TYL[MOHHBIH, AHTHUKOH-
ciyx0a, TonuIel- | MBI, TOJHIUS POCCHH, | MECTHO (pavel, CTUTYLMOHHBIH, TOJK-
CKHIA, obmacts, | pybex poccum (Minis- | subject, govern- | mocts (official, activist,
BHYTPeHHHIi try of internal affairs | ment, colonel, | investigative,  constitu-
(russia, police, | of russia, law en- | mutually) tional, anticonstitutional,
employee, minis- | forcement system, occupation)
try of internal | department of the min-
affairs, affair, | istry of internal affairs,
russian,  service, | police of russia, border
police, region, | of russia)
internal)
BOEHHBII, poccus, | poccuiickas  Qenepa- | MPOXOMUTh, COB- | COLMATMCTHYCCKHIA,
poccuiickuil, 000- | 1M, MHMHHCTePCTBO | MECTHO, aHJApeH, | BETMKOOpPHTAHHS, TIpax-
poHa, yueHHe, | 000pOHBI, BOEHHO- | BBICTYIIUTb, TaHCKHH, YKpPauHCKHH,
CHJIa, MEXJAyHa- | MOPCKOi (10T, BOeH- | HazHauuTh (Pass, | obopoHa (socialistic,
POMHBIN, KOHKYpC, | Has TexHWKa, BoeHHbId | mutually, andrew, | great britain, civil,
apmus, ot (Mili- | oxpyr (russian federa- | come out, | ukrainian, defence)
tary, russia, rus- | tion, ministry of de- | appoint)
sian, defence, | fence, navy, military
exercises,  force, | equipment, military
international, district)
competition, army,
navy)




poccust,  POCCHii- | MOBBIEHHE KBATH(MH- | COBMECTHO, TPO- | MOJOIEKB, BY3,
CKUH, 00pa3oBa- | Kauuu, mepBas LIKOJA, | XOAMTh, aHIpPEH, | HHXKEHep, OTLIOBCTBO,
HHe, IIKOJA, J€Hb, | TOCYAapCTBEHHBIHN pecmy6imka, obyuarecst  (youth, uni-
peOEHOK, paboTa, | YHHBEPCHUTET, HCTOPUS | UHHIHATHBA versity, engineer, paterni-

KyJbTypa, MpOeKT, | obpasoBanmsi, ruas- | (mutually, pass, | ty, study)
mup (russia, rus- | meni mopran (advanced | andrew, republic,
sian,  education, | training, first school, | initiative)

school, day, child, | state university,

work, culture, | history of education,

project, world) main portal)

poccus,  poccuii- | HaIMOHAJIbHAs Npo- | TeHepabHbIH, NnpeanpuHUMATEIbLCTBO,
CKUH, NMPOEKT, | TpaMMa, MUHUCTEPCTBO | MOMCEEB, JAyMa, | CTPaTeruHyeckMi, 3KoJo-
pa3BUTHE, MHU- HayKu, Je€jIoBasg Ipo- npoxoauTb, rpa- FI/I‘IE:CKI/IfI, peruoHaIb-
HHUCTp, NPOU3BOA- | 'paMMa, YyHpaBJeHHe | MOTHOCTH  (Qen- | Hbli, (enepanbHBIH (EN-
CTBO, cTpaHa, | 3koHOMHKH, uudpo- | eral, moiseev, | terprise, strategic, eco-

pabora, oOimacth, | Basg 3koHoMuka (na- | duma, pass, liter- | logical, regional, federal)
yuacrue  (russia, | tional program, minis- | acy)
russian,  project, | try of science, business

development, program, department
minister, produc- | of economics, digital
tion, country, | economy)

work, region,

participation)

The easiest way of obtaining a topic label is to choose the first word in a set, but rus-
sia is the first word in all the sets, as it is one of the most frequent within the corpus. It
cannot be a topical word, so there is a need to analyze the results of using internal and
external sources. The idea is to find the same words or collocations in all the columns
or try to find words which can describe the same semantic field.

Mind the word2vec model based on the ministerial corpus. The resultant labels are
repeated sometimes; it may be connected with the size of the corpus. The size of the
second corpus is almost four times as many as the size of the first one, so there are
more relevant results. At the same time, a lot of proper names are represented as can-
didates for topic labels. The names denote people working in a particular ministry: for
instance, Moiseev works in the Ministry of Finance. Although names are indirectly
related to the topical sets of words, they cannot be candidates for labels.

4 Results and Evaluation

After running several experiments, we obtained the topical structure of ministerial
posts on VKontakte social network. The main topics are related to:

1. foreign policy;

2. internal affairs;

3. country defense;

4. education;

5. country development.



Such topics as health, transport, protection of environment, etc. were not mentioned in
the models. It may be connected with several issues.

1. A ministry doesn’t have a topical community on the social network or it doesn’t
publish a lot of posts on social networks so users are unable to get all the infor-
mation on the current state of a ministry. This fact is closely linked to the degree of
the state “openness”®.

2. An obtained topic itself contain more specific ones. For instance, the last set of
words describes both economic and industrial processes in Russia.

3. The health topic, that is still acute because of the coronavirus pandemic, is scat-
tered across various ministerial communities, each department assesses the impact
of the coronavirus on its own area. This is why the topic of health is most likely

absorbed by larger topics.

As regards the assessment of the procedures, we will discuss the main advantages and
disadvantages. First of all, nowadays a lot of scholars have analyzed different Russian
corpora of social networks with the help of LDA algorithm, a great number of papers
proving it [1, 2, 12]. Moreover, we can reveal the inner structure which is described
by certain syntagmatic and paradigmatic relations between words within each topic
[10].

Table 3. Some syntagmatic and paradigmatic relations

Syntagmatic relations

Paradigmatic relations

Adjective-modifier relations:
poccuiickuii — demepanms  (russian -
federation)

MEXyHapOAHBIH — oTHOIIeHne (interna-
tional - relation)

Hypernymy and hyponymy:

cTpana — poccus (country - russia)

COTpYIOHUK — mojuueickuii (employee — po-
liceman)

Noun-modifiers:
oGopona — cuna (defence — force)

Derivational relations:
poccust — poccuiickuii (russia - russian)
nosuiws — nojmueiickuii (police — policeman)

Adjective-modifier and noun-modifiers
relations:

MHHHCTP — HHOCTpPaHHbIH — feno (minis-
ter — foreign — affair)

Meronymy and holonymy:

obopona — apmus, ot (defence — army, navy)
obpasoBanne — ImKkoia, pebénok (education —
school, child)

poccust — obnacts (russia — region)

pabota — nponsBoacTBO (WOrk — production)

Mind that verb-modifier relations were not mentioned in the table. The reason is that
verbs in the corpus of ministerial posts can be either high-frequency or low-
frequency: ckasarb, BCTpETHTb, MOANKCATL, 0OCYINUTH U T.1. (say, meet, sign, discuss,
etc.) so they were not included in the resultant topic models.

As regards topic labels, we should note that the main advantage is using a double-
ranking algorithm (Google PageRank and the number of occurrence in the Russian

8 https://ach.gov.ru/news/gosudarstvo-sredney-zakrytosti-rezultaty-novogo-reytinga-

otkrytosti-gosorganov
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National Corpus), it helped to avoid candidates with low frequencies. The problem
was to assess the quality of the obtained labels, as there is no gold standard for Rus-
sian topic labels. It was decided in involve 5 independent assessors, they were asked
to assess each label on Google Forms using the following grades: 1 is for relevant
labels, O is for irrelevant ones. Some results are presented below (Figure 3).

‘ministry of internal affairs of russia 5 (100 %)

law enforcement system

department of the ministry of internal affairs
police of russia

border of russia [ g 9

official
activist
investigative
constitutional
anticonstitutional 0(0 %
occupation -

0 1 2 3 4 5

Fig. 3. Diagram of candidates for topic labels for the topic: russia, police, employee, ministry
of internal affairs, affair, russian, service, police, region, internal

Then we transformed the chart into the table for better interpretation. Below there is a
part of such a table (Table 4).

Table 4. Some examples of the results of an expert assessment of candidates for topic labels for
the topic: russia, police, employee, ministry of internal affairs, affair, russian, service, police,
region, internal

n-grams M80 poccuu npasooxXpaHumenbHas ynpasienue meo
(ministry of internal cucmema (department of the
affairs of russia) (law enforcement sys- ministry of internal
tem) affairs)
Assessing results 5 4 2
n-grams NOIUYUA poccuu pybeodic poccuu
(police of russia) (border of russia)
Assessing results 0
Unigrams nasen (pavel) cyowexm (Subject) npasumenbcmeo
(government)
Assessing results 0 0 1
Unigrams noaxkosruk (colonel) | cosmecmuo (mutually) yunosnux (Official)
Assessing results 1 0 0

As far as you can see, the assessors agreed that the ministry of internal affairs of rus-
sia label is the best option for the topic, and all the unigram labels are the worst ones.
It can be explained by the fact that n-grams better describe specific topics, and uni-
grams are often used to cover common topics [7].
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5 Summary

Automatic ways of analyzing texts on social networks have become pivotal nowa-
days. In this paper, we created the corpus of ministerial posts, performed linguistic
analysis of the data with the help of LDA topic modeling and topic labeling. We de-
scribed the topical structure of the text collection and found out the main topics which
are important for the Russian government. We also analyzed paradigmatic and syn-
tagmatic relations between lexical units within each topic.

Results, that were obtained during the experiments, prove consistency of the statis-
tical model and provide common knowledge on current issues of Russian ministries.

Further researches can be carried out in the following directions:

¢ the enlargement of the corpus by adding information from other social networks
(Facebook, etc.) and comparison their topical structures;

e comparing several topic modeling algorithms (for instance, LDA and LSI);

¢ developing a gold standard for automatic topic labeling of Russian topic models;

o classifying and clustering texts of the ministerial posts within one corpus;

e automatic extraction of keywords from ministerial posts.
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